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NSTC SUBCOMMITTEE ON EQUITABLE DATA
OFFICE OF SCIENCE AND TECHNOLOGY POLICY
EISENHOWER EXECUTIVE OFFICE BUILDING

WASHINGTON, DC 20504

Thank you for the opportunity to submit comments in response to the request for information on the
White House Office of Science and Technology Policy (OSTP), RFl on Advancing Equity with Community
Partnerships.

As one of the first Independent Practice Associations (IPA) in the country exclusively focused on social
determinants of health (SDoH), Healthy Alliance has forged a new path toward successfully building and
optimizing an integrated social care network spanning 25 counties in New York State. Inclusive of social,
behavioral, and medical service providers, our network has helped over 24,000 community members —
with over 1,250 programs and services, over 580 organizations, and more than 38,000 requests for
services (currently at ~2,000 requests/month and increasing). We're focused on making strategic,
jiterative improvements — always with our North Star in mind: /mprove healthfor the underserved and
marginalized members of our community.

We are a cross-functional team with leadership expertise in technology, transformation, health plan
operations, care coordination, clinical care, and community organization management. Our front-line
team has deep, lived experience in the communities we serve across New York.

Below, we provide comments in response to the questions posed in the RFI.

QUESTIONS FOR CONSIDERATION:

1. WHAT ARE EXAMPLES OF SUCCESSFUL COLLABORATIONS INVOLVING EQUITABLE DATA
BETWEEN THE FEDERAL GOVERNMENT AND (A) TRIBAL, TERRITORIAL, LOCAL, AND STATE
GOVERNMENTS, OR (B) LOCAL COMMUNITIES?

The majority of data sharing between the federal government and tribal, territorial, local, and state
governments occurs at an aggregate level, which does not meet the definition of equitable data. Race and
ethnicity information remains aggregated into broad groups, including ‘unknown.” There are a few
specific examples where there is data sharing at the disaggregated/individual level between local, state,
and federal government — but these arrangements are the exception and are often small data sets and
not useful/actionable, and the processes to do so are not scalable. For example, the annual reporting of
pediatric influenza deaths from local to state health departments is aggregated by the CDC. However, the
individual reporting is still limited by traditional demographic variables, such as broad race/ethnicity
categories. Little (or nothing) has been done around how to make/provide individual data that is useful to
prevent issues downstream.

The elephant in the room is that the data being captured is often not correct — systems may not have the
variety of options available for the right information to be categorized and organizations capturing the
information are not being held accountable to collecting it. Often organizations are selecting ‘unknown’
or ‘other.’
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2. AMONG EXAMPLES OF EXISTING FEDERAL COLLABORATIONS WITH (A) TRIBAL, TERRITORIAL,
LOCAL, AND STATE GOVERNMENTS OR (B) LOCAL COMMUNITIES INVOLVING EQUITABLE
DATA, WHAT LESSONS OR BEST PRACTICES HAVE BEEN LEARNED FROM SUCH
COLLABORATIONS®?

No obvious best practices have been established.

3. WHAT RESOURCES, PROGRAMS, TRAINING, OR OTHER TOOLS CAN FACILITATE INCREASED
DATA SHARING BETWEEN DIFFERENT LEVELS OF GOVERNMENT (TRIBAL, TERRITORIAL, LOCAL,
STATE, OR FEDERAL) RELATED TO EQUITABLE DATA?

Data is a valuable resource, but the real value lies in the use of data for the betterment of communities.
This requires not only having access to equitable data, but also having reliable mechanisms to safely
capture, store, and protect the data, as well as competence and ability to use the data.

Given that the current lack of equitable data sharing necessitates a heightened focus on improving access
to equitable data, resources are needed to support the infrastructure for entities to insource, store, and
protect equitable data sets. The infrastructure needs will likely be greater at the local and tribal levels
than at the state level.

Across all levels, training will be needed to enhance the research communities understanding of and
access to tools that support equitable data collection and analytic methods. Tools to help users and
researchers assess the types of data needed to inform the intended use and application would also be
helpful to prevent acquisition of data with no specific purpose.

4. WHAT RESOURCES, PROGRAMS, TRAINING, OR OTHER TOOLS CAN EXPAND OPPORTUNITIES
FOR HISTORICALLY UNDERREPRESENTED SCHOLARS AND RESEARCH INSTITUTIONS TO ACCESS
AND USE EQUITABLE DATA ACROSS LEVELS OF GOVERNMENT?

No response.

5. WHAT RESOURCES, PROGRAMS, TRAINING, OR TOOLS CAN INCREASE OPPORTUNITIES FOR
COMMUNITY-BASED ORGANIZATIONS TO USE EQUITABLE DATA TO HOLD GOVERNMENT
ACCOUNTABLE TO THE AMERICAN PUBLIC?

One of the greatest successes of numerous models of support for community-based organizations (CBO)
through social care or community hubs and other such backbone organizations has been the ability to
standardize and scale the data collection and analytic capacity of CBOs. Therefore, investing in the
creation and expansion of social care or community network hubs is a de facto investment in equitable
data collection at the local level.

In addition to investing in social care hub models, resources are needed to help both social care hubs and
CBOs have a way to link their data to other large data sets, such as health surveillance, social
determinants data, employment, and education data. Both access and resources to support a shared data
infrastructure help to move the needle toward true intersectional data analysis, a critical need of and far
more actionable for CBOs than the state/national levels. These mechanisms to amplify local data
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collection through shared data sets allows for more robust analysis and increases the CBOs ability to act
on building their future and improving their current investments and programs.

6. WHAT RESOURCES, PROGRAMS, TRAINING, OR TOOLS CAN MAKE EQUITABLE DATA MORE
ACCESSIBLE AND USEABLE FOR MEMBERS OF THE PUBLIC?

By supporting a more robust infrastructure for equitable data collection and sharing, a notable outcome
of those efforts should be a decrease on the respondent burden of individual community members.
Entities should have a mechanism to understand and speak to how that outcome has been achieved.

Community members should have an easy way to know the data resources that are available to them and
be supported in their ability to access and use the data. There must also be pathways that allow
community members to validate and continue to contribute to the process, from collection to analysis.

Community leaders and champions will need to be recruited to ensure the greatest representation is
achieved and that resources are well known. Culturally and linguistically appropriate guides will be
needed to support community members through the process. The programs should be available through
multiple channels, tailored to different comfort levels with language and digital literacy.

7. IN WHICH AGENCIES, PROGRAMS, REGIONS, OR COMMUNITIES ARE THERE UNMET NEEDS,
BROKEN PROCESSES, OR PROBLEMS RELATED TO PARTICIPATION AND ACCOUNTABILITY THAT
COULD BE REMEDIED THROUGH STRONGER COLLABORATIONS AND TRANSPARENCY AROUND
EQUITABLE DATA?

Competition adds a burdensome layer of complexity that leads to broken systems and expensive
duplication that adds no value. An obvious example of competition is the refusal of private managed care
organizations to share data with regional convener entities such as regional health information exchanges
or social care hubs (aggregators of social care data). But competition can also be seen among CBOs
working in the same geographic area competing for scarce resources to address a social need.
Collaborations are needed at all levels and between all parties with a stated goal to improve equity.

At the government level, the underfunding of local health departments remains a critical problem, made
much worse by the pandemic. The local health department structures that are bound by county/city lines
have become a significant contributor to disconnection and discoordination in this mobile and digitally
enabled society. Data siloes exist between state agencies and remain the dominant barrier between
health systems and MCOs within the same communities.

Sincerely,

Erica Coletti
Chief Executive Officer
Healthy Alliance
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Response to Request for Information: Equitable Data Engagement and Accountability

Submitted by: Steering Committee for Community Learning through Data Driven Discovery
Contacts:
Cathie Woteki, lowa State University,

Professor of Food Science and Human Nutrition
USDA Chief Scientist and Under Secretary for Research, Education, and Economics, 2010-2017

Rich Bonanno, North Carolina State University.
Director, NC State Extension, Associate Dean, College of Agriculture and Life Sciences (CALS)

Brent Hales, Pennsylvania State University.

Director, Penn State Extension, Associate Dean, College of Agricultural Sciences.

Voting member, Association of Public & Land Grant Universities (APLU), Extension Committee
on Organization and Policy (ECOP)

Sam Angima, Oregon State University_

Associate Dean of Extension

Cassandra Dorius, Iowa State University

Associate Professor of Human Development & Family Studies

Michael T. Lambur, Virginia Cooperative Extension_

Lindsey Shirley, Colorado State University.
Assistant Vice President for Engagement and Extension, and Deputy Director of CSU Extension-

Stephanie Shipp, University of Virginia—

Social and Decision Analytics, Biocomplexity Institute;

1. What are examples of successful collaborations involving equitable data between the Federal
government and (a) Tribal, territorial, local, and State governments or (b) local

communities?

Community Learning through Data Driven Discovery (CLD3) is a successful collaboration
process in which the Cooperative Extension System engages with communities of all sizes and
their constituents — residents, families, farmers, ranchers, youth, businesses, and government
officials — to take advantage of and leverage new techniques for collecting and analyzing data to
understand better and address their issues. The Cooperative Extension System is a unique
Federal-State-Local partnership with a presence in almost every county in the U.S. County-
based educators work with local citizens and interest groups to solve problems and draw on

expertise at Land Grant Universities for science-based information.
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CLD3 is built on a research base of data science. In
practice, it is supplemented by the long-standing
traditional research of contemporary Extension programs.
The critical innovation in CLD3 is, as its name suggests,
data-informed community-based research, where the
community participates in asking and answering the
questions that drive data gathering and the creation of
data insights relevant to program or policy decisions. We
have successfully tested the model in several communities
in three states - Virginia, lowa, and Oregon - and other
states are working to replicate the CLD3 approach in their
communities. Two complementary pilot efforts
demonstrated that the Cooperative Extension System (CES) is well positioned to build data
science capacity in communities, including often overlooked rural places. The two pilot
programs are:

s
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e Towards a National Community Learning Network — $1M funded by the Bill & Melinda
Gates Foundation to pilot the use of data science to unravel complex, community
challenges and advance economic mobility across Virginia, lowa, and Oregon.

e Three-State Data Science for the Public Good Coordination Innovation Network — $1M
funded by US Department of Agriculture, National Institute of Food and Agriculture,
Agriculture and Food Research Institute, Food and Agriculture Cyberinformatics Tools
program in the three states.

Data science research partnerships with Cooperative Extension contribute to the shaping and
placement of data insights into the hands of local decision-makers and promote civic
engagement among a diverse group of Cooperative Extension, university, and national
stakeholders. As demonstrated through the pilots, these partnerships enabled communities to
equitably access and utilize data that promotes economic, social, and environmental well-
being.

2. Among examples of existing Federal collaborations with (a) Tribal, territorial, local, and
State governments or (b) local communities involving equitable data, what lessons or best

practices have been learned from such collaborations?

The CLD3 pilot demonstrations led to the creation of two notable public goods that can be
scaled nationally:

1) Equipping Cooperative Extension with the skills and knowledge to effectively enhance their
engagement with communities in identifying and applying data-driven insights to
community problems through the CLD3 process; and

2) Developing a data commons infrastructure to accelerate the advancement of these
community-based projects and Cooperative Extension programming.



Since 2020, lessons learned through the conduct of numerous projects in the three originating
states were summarized in brief reports. The projects covered a wide array of community-
identified priorities from addressing barriers to health care access and use in Patrick County VA
to understanding declining ridership and dissatisfaction with the Marshalltown IA public bus
system. These and other examples can be accessed through this link:

https://datascienceforthepublicgood.org/economic-mobility/community-insights/case-

studies

The pilot programs further clarified the unique value of the CLD3 approach in promoting
diversity, equity, and inclusion as part of the outreach process. CLD3 engages a wide variety of
stakeholders across disparate geographic, political, social, and economic contexts. This
engagement includes stakeholders’ unique perspectives in establishing the project scope and
purpose, promoting a 'not about us without us' approach, and leveraging local perspectives
that drive data-informed decision-making.

3. What resources, programs, training, or other tools can facilitate increased data sharing
between different levels of government (Tribal, territorial, local, State, or Federal) related to

equitable data?

Cooperative Extension professionals know how to work with communities and involve
university researchers in community-based research through engaged scholarship.
Communities across the country collect a wide range of data but are experiencing difficulties
accessing their own and other relevant open data to gain insights into problems they are
experiencing. Several Extension programs across the country are experimenting with different
engagement models around CLD3, but these remain disconnected and uncoordinated. What is
needed is to scale up CLD3 nationally to train Extension professionals in all states, which will
take congressional authorization and funding. The Extension Committee on Organization and
Policy and the Joint Council of Extension Professionals are two national organizations
representing Extension professionals that are working to build a cohesive national program
based on the CLD3 work to date.

The National Agricultural Research, Extension, and Teaching Policy Act of 1977 (NARETPA)
provides purposes to guide USDA’s research and educational programs and is the appropriate
legislative vehicle to establish a national program. When Congress takes up the Farm Bill
reauthorization in 2023, it has the opportunity to provide an additional purpose for Cooperative
Extension and to authorize funding for scaling up CLD3 to a nationwide program that provides
communities with access to data and analyses to inform their decisions.

Proposed Additional Purpose: Develop and sustain a national network of Community
Learning through Data Driven Discovery (CLD3) partnerships that integrates data science
and Cooperative Extension expertise. Support the network with a curated National Data
Commons to ensure equitable, evidence-based program and policy development and
practice.



Harnessing data through the CLD3 process provides a pathway for evidence-based insights into
community infrastructure (e.g., operations, resilience, sustainability), environmental conditions
(e.g., water quality, air quality, noise), and people (e.g., economic conditions, activities, health).
Cooperative Extension, working with their land-grant and public university researchers, can
address community problems in new ways using CLD3. Additional resources will be needed to
bring this data revolution and CLD3 to these communities. These partnerships will empower
communities of all sizes to harness, integrate, and leverage insight from their own data flows to
form a new evidence-based foundation for democracy.

Additional federal funding would be needed to:

e Create a CLD3 Community of Practice — connect CES with
local government officials and other constituents through a
Community Learning through Data-Driven Discovery process
and ‘reach back’ to the university to collaborate with data
science researchers via engaged scholarship.

CES atalyst to walk the
last data mile through

e Evolve National Data Commons — enhance current CES
situation analyses and programming reports through
geospatial mapping and analysis of local administrative
data, federal and state data, and social media. Develop and
curate processes to support data discovery, sharing, access,
analytics, and evaluation for data-driven decision-making CLOSE THE GAPS:

Data Commons
across the CES ecosystem.

4. Whatresources, programs, training, or other tools can expand opportunities for historically
underrepresented scholars and research institutions to access and use equitable data across

levels of government?

To enable this enhanced role, Extension professionals working at 1862, 1890 (Historically
Black Colleges and Universities), and 1994 (Tribal Colleges) Land Grant Universities would
work collaboratively to develop, deploy, and curate data science processes and establish
communities of practice. A new USDA program “Learning to Leading: Cultivating the Next
Generation of Diverse Food and Agriculture Professionals (NEXTGEN)” could be the source
of funding for ensuring the diversity of Extension programs and professionals providing
CLD3 programming. Diverse CES professionals and public universities should be involved to
convene communities and leverage university research in response to issues and problems
identified by local and state governments and community stakeholders. An additional
benefit of this enhanced role would be the development of the local and state government
workforce with data analytics capacity and experience.



5. What resources, programs, training, or tools can increase opportunities for community-based

organizations to use equitable data to hold the government accountable to the American public?

CLD3 empowers communities to answer their most pressing problems by using their own, often
underutilized, data. In the first step of the process, a facilitated conversation around data
discovery is held- where local and administrative data holdings are identified that can illuminate
the problem at hand. The evidence-based leadership training empowers communities to more

effectively incorporate data in support of the public good.

6. What resources, programs, training, or tools can make equitable data more accessible and

useable for members of the public?

At the conclusion of the CLD3 projects, the data tools, underlying code, and results are shared

publicly to help scale learnings.

7. In which agencies, programs, regions, or communities are there unmet needs, broken processes, or
problems related to participation and accountability that could be remedied through stronger

collaborations and transparency around equitable data?

The CLD3 model can work for communities of interest and place of all sizes. However,
geographically isolated and rural communities can particularly benefit from this process.
Federal statistics often do not provide the granularity needed to accurately assess rural places
because of suppression. Helping local communities utilize the power of their own data to drive
change helps to provide more equitable access to the tools and resources needed to engage in
evidence-based decision making.



RFI: Advancing Equity with Community Data Partnerships: We Need to Hear from You

Due: October 3, 2022

On behalf of Elizabeth Beatriz, PhD

l. Introduction

| am deeply enthusiastic about the Vision for Equitable Data laid out by the Equitable Data
Working Group. For public health and related sectors to meet their missions both today and
into the future, a commitment to the pursuit of equitable data collection, use, and sharing is
essential to data modernization efforts.

While the rest of this response will outline specific examples to address the questions outlined
in the “Request for Information: Equitable Data Engagement and Accountability”, | wish to
underscore the key principle that guides my approach to equitable data in this Introduction.

The aim of equitable data can only be realized when the experiences and voices of those
experiencing inequities are centered throughout the data lifecycle. Absent intentionally
centering those who have been marginalized, data cannot achieve its aim of being meaningful
or actionable and is likely to perpetuate and reinforce the systems of oppression and injustice
at the root cause of these inequities. This requires not only data disaggregation — which
certainly is necessary — but also engagement with communities about meaningful groupings
that align with their lived experiences and identities. Massachusetts examples (i.e.,
development of rural clusters and the COVID-19 Community Impact Survey) are expanded on
below in Section 3: Data for Accountability. It requires community input into the questions
surrounding accountability, including defining “success” and the quality of services and
programs in alignment with community needs (see “The Racial Equity Data Road Map” in
Section 3: Data for Accountability), and providing sufficient context to both understand and act
on the data (see the Public Health Data in Section 2: Data Sharing and the Racial Equity Data
Road Map in Section 3: Data for Accountability). Finally, it requires acknowledging Federal and
State governments as data stewards in service to their residents and those on whom they hold
data and, consequently, their responsibility and duty in sharing that data back to communities.

1. Data sharing

Data sharing between (e.g., Federal and State) and within (e.g., between different agencies)
levels of government are critical to lessen the burden on individuals related to duplicate data
collection efforts as well as lessening the gaps and limitations of any one data source and



providing key opportunities for data linkage needed for data contextualization and identifying
opportunities for intervention.

An exemplar of data sharing in Massachusetts is the Public Health Data Warehouse (PHD).
Initially developed in response to the opioid overdose epidemic in Massachusetts and now key
to addressing inequities in maternal morbidity and mortality, the PHD links almost 30 state and
federal administrative datasets to provide a robust and comprehensive dataset of
Massachusetts residents. Through the linkage of these datasets, MDPH was able to gain a fuller
picture of health inequities in Massachusetts, including being able to understand the
intersectional identities of Massachusetts residents (e.g., unhoused veterans, Black residents
who do not live in Boston), contextual and structural influences of inequities (e.g., the impact of
community-level inequities), and numerically small groups (e.g., postpartum people who were
incarcerated in the year before delivery). These types of linkages not only allow for
opportunities to overcome limitations of individual datasets, which often have incomplete
demographic and/or geographic data, but also provide clear opportunities for where policies,
practices, and funding are most needed to support equity by explicitly acknowledging the
numerous systems with which we each interact.

. Data for accountability

To truly be accountable, data must be meaningful and appropriately capture what is most
important to our communities. To do this to fidelity, government must question what
constitutes “meaningful data” and expand and invest in a more inclusive definition that reflects
the reality of those experiencing inequities. This includes engaging in community-led or
community-driven analyses in which a “successful” outcome is defined by the community — and
have accountability measured against community definitions of success. This process of
reflection and refinement may reveal a need for a broader understanding of data, including
more consistent integration of linked and/or multi-level data, mixed methods data (i.e.,
qualitative and quantitative), and complementary data sources (e.g., survey data paired with
administrative data), and requires context to make appropriate conclusions. Additionally, to be
accountable, communities and populations most impacted by inequities should inform: 1) data
collection tools such that they can see their identities accurately reflected in the collection tools
and 2) analytic approaches to granularity and aggregation of data such that the data are
meaningful and actionable. One tool for engaging in these types of processes and two
examples of this approach from Massachusetts are below.

The “Racial Equity Data Road Map: Data as a Tool Towards Ending Structural Racism” is a
comprehensive and practical toolkit that guides users in the use of data to promote racial
equity, with a focus on quality improvement and accountability.? These tools range from racial

1 “public Health Data Warehouse (PHD) | Mass.Gov,” accessed September 26, 2022, https://www.mass.gov/public-
health-data-warehouse-phd.

2 “Racial Equity Data Road Map | Mass.Gov,” accessed September 26, 2022, https://www.mass.gov/service-
details/racial-equity-data-road-map.



equity readiness assessments to guides for community engagement to reframing and data
contextualization. In Massachusetts, several programs have used this guide to not only make
their data and analyses more equitable but also to identify previously unquantified
programmatic inequities which have led to programmatic improvements.

In response to community-elevated need, MDPH prioritized the revision of Sexual Orientation
and Gender Identity (SOGI) data standards, which were adopted in 2019. These data standards
allowed for more inclusive options of SOGI identities in efforts to better reflect the identities of
populations who had historically been left out of data collection efforts. One of the first
demonstrations of the power of these standards was the COVID-19 Community Impact Survey
(CcIS)3, which aimed to identify the inequitable impacts of the COVID-19 pandemic on health
and social determinants of health. CCIS was able to elevate the needs of those with specific
SOGI identities (e.g., queer, questioning, asexual, bisexual) that would not have been visible if
LGBTQ+ identities had been aggregated.

However, there may be approaches when community-informed data aggregation is essential
for equitable accountability. An example of this may be the grouping of small groups or
geographies that have a shared identity and/or work together to share resources. Often
existing surveillance systems do not capture meaningful data for small municipalities,
particularly that of rural communities. County-level data skews data toward larger city centers
and obscures health outcomes and disease in small rural communities. Additionally, many rural
communities work with neighboring towns but cross county lines making county-level data
unrepresentative of the reality of these communities. Through partnership with the
Massachusetts Rural Health Council, MDPH developed a method to cluster rural community
data in a way that is both methodologically sound and representative of the ways that rural
towns work with each other to share resources and culture®. This approach has allowed for a
better understanding of funding impacts and health needs that were otherwise unreported.

Iv. Access and use of data for members of the public

The role that governmental entities have in collecting, aggregating, and making sense of data
for the collective good is unique within American society. Alongside this distinct role is a
fundamental responsibility to those about whom data is collected to give that data back, and,
accordingly, give the power of that data back to the people.

Partnership with existing, trusted community-based organizations can be an effective way to
share data equitably. Partnerships where this approach has been successful ensure that the

3 “COVID-19 Community Impact Survey | Mass.Gov,” accessed September 26, 2022,
https://www.mass.gov/resource/covid-19-community-impact-survey.

4 “State Office of Rural Health Rural Definition | Mass.Gov,” accessed September 26, 2022,
https://www.mass.gov/service-details/state-office-of-rural-health-rural-definition.



community-based organizations have any data and technical ability to use the data (and, if not,
provide technical assistance and training to build these skills), value community experience in
making meaning of the data, allow community-based organizations to inform data
dissemination more broadly, and develop true bidirectional relationships that support
transforming the data to action to promote equity.

Another promising approach to public access to meaningful data — while still protecting
individuals’ confidentiality — is the use of publicly accessible data visualization platforms. While
these have proliferated in recent years, it is important that they incorporate the same best
practices previously mentioned — data disaggregation into the meaningful groups and ensuring
that platforms are accompanied by data interpretation guides to support public use of the data.
In addition to these, data visualization platforms should be flexible allowing the public to ask
questions of the data that are most important to them.

Note: | am the Acting Director of Office of Statistics and Evaluation in the Bureau of Community
Health and Prevention at the Massachusetts Department of Public Health and Affiliated Faculty
at the Institute for Social Justice and Health Equity Research at Northeastern University. The
views presented here are my own and do not reflect the official position of the Massachusetts
Department of Public Heath, Commonwealth of Massachusetts, or Northeastern University



A little but late, alas!

1. Examples of successful collaborations involving equitable data between the Federal
government and (a) Tribal, territorial, local, and State governments, or (b) local
communities include...

2. Lessons learned and equitable data best practices within these collaborative contexts
include...

e Equitable data best practice: Development of data sharing standards must include co-
design and co-development with historically marginalized communities. For instance,
the CARE framework for indigenous data stewardship is a co-developed initiative
with indigenous populations.

3. Resources, programs, training, or other tools that facilitate equitable data sharing
between different levels of government include...

e The AllofUs project is an initiative that includes a broader and more diverse
representation of genetic data to inform equitable clinical outcomes.

4. Resources, programs, training, or other tools can expand opportunities for historically
underrepresented scholars and research institutions to access and use equitable data
across levels of government include...

e ISchool Inclusion Institute (13). An immersive year-long program for historically
marginalized high school students in computer and information science.

5. Resources, programs, training, and tools that increase opportunities for community-
based organizations to use equitable data in order to hold government accountable to the
American public include...

o Diversity metrics such as the University of Arizona’s diversity data dashboard.

6. Resources, programs, training, and tools that make equitable data more accessible and
useable for members of the public include...



7. The agencies, programs, regions, and communities that suffer from unmet needs,
broken processes, or problems related to participation and accountability, and which could
be remedied through stronger collaborations and transparency around equitable

data include...

The Missing Mlllion’s report: We need a greater representation of Latinx cyberinfrastructure
professionals, especially at HSI. https://www.rti.org/publication/missing-millions/fulltext.pdf

Smart metrics to show the energy consumption of computing to support development of
“green algorithms.”

Sarah

** My working hours may not be your working hours. Please do not feel obligated to reply outside of your normal work
schedule **

Sarah Bratt
Assistant Professor | she/her/hers

University of Arizona School of Information (iSchool)
tweehweb sarahbratt.com | >https://orcid.org/0000-0002-3642-4425<

Recent publications:

Qin, J., Hemsley, J., & Bratt, S. (2022) Forthcoming. Collaboration Networks and Career Trajectories:
What do Metadata from Data Repositories Tell Us? Proceedings of the Association for Information
Science and Technology.

Qin, J., Hemsley, J., & Bratt, S. (2022). The Structural Shift and Collaboration Capacity in GenBank
Networks: A Longitudinal Study. Quantitative Science Studies.



October 3, 2022

NSTC Subcommittee on Equitable Data
Office of Science and Technology Policy
Eisenhower Executive Office Building

Washington, DC 20504
Re: Engagement and Accountability RFI
Dear Dr. Ross:

The CODATA Center of Excellence in Data for Society at the University of Arizona (CODATA
at UA) is the US-based policy research institute of the International Science Council’s
Committee on Research Data, or CODATA. We provide policy training and research to
deliver evidence-based tools and guidance on the use of data assets in society, academia,
industry, and government. In particular, we promote the adoption for FAIR data sharing
practices that implement Findable, Accessible, Interoperable, and Re-usable data
stewardship. FAIR data supports equitable access to the nation’s data assets by providing
an accountability framework for the management of all data that is not otherwise restricted
for privacy and security reasons.

The FAIR principles are well known throughout the data stewardship community of practice,
however, this framework remains unfamiliar to many of the policymakers, decision makers,
and department leads throughout the nation’s state and local agencies that are tasked with
managing these public assets. We therefore advise that OSTP should work with Federal
agencies to establish a data science corps that is tasked with facilitating the integration of
State and local data with Federal data according to FAIR data principles and within FAIR
data stewardship best practices. We further reccommend the establishment of a FAIR
Fellows training and placement program, which would provide policy and stewardship
training to qualified candidates in every state and territory.

This training should leverage existing programs, such as AAAS S&T Policy Fellowship; the
Virginia Academy of Science, Engineering and Medicine COVES Fellowship
(>http://www.vasem.org/covesfellowship<); and the CODATA at UA FAIR Fellows program (
https://ceds.arizona.edu/), which specifically trains fellows for this purpose.

Thank you,

Merc Fox



Executive Director, CODATA at UA

Senior Researcher, Udall Center for Studies in Public Policy | Native Nations Institute
The University of Arizona

Tucson AZ | Washington DC

>https://orcid.org/0000-0002-0726-7301<

Book an Appointment
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We respectfully acknowledge the land and territories of Indigenous peoples. CODATA at UA is co-
located in Tucson AZ on O'odham and Yaqui lands, and in Washington DC on Piscataway, Pamunkey,
and Nacotchtank (Anacostia) lands. Work is performed on Yesan (Tutelo) lands on the banks of the New
River. Today, Arizona is home to 22 federally recognized tribes, with Tucson being home to the
O’odham and the Yaqui. Committed to diversity and inclusion, the University strives to build sustainable
relationships with sovereign Native Nations and Indigenous communities through education offerings,
partnerships, and community service.



3: What resources, programs, training, or other tools can facilitate increased data sharing between
different levels of government (Tribal, territorial, local, State, or Federal) related to equitable data ?

NYC has made available their syndromic surveillance data within a day of the emergency department
(ED) visits, but when we searched for similar data from the other 61 NSS jurisdictions, the data was
mostly not available, or only available with lengthy application process. It seems counterproductive
during a pandemic that we lack this information for most jurisdictions. It’s incredibly impressive that we
know how many people visited Brooklyn EDs with respiratory symptoms yesterday, but it’s
disappointing no other jurisdictions even have this information available a month after the ED visits. We
needed this information for our publication but only had access to NYC data.

Rivera R, Rosenbaum JE, Quispe W. Excess mortality in the United States during the first three months of
the COVID-19 pandemic. Epidemiol Infect. 2020 Oct 29;148:e264. doi: 10.1017/50950268820002617.
PMID: 33115546; PMCID: PMC7653492.

We have addressed death count timeliness in the following publication. We found some states were
exemplary in having timely data available, and others were extremely slow, and it was not explainable
by region of country or political orientation: a high GDP blue state like Connecticut was extremely slow
and a lower GDP state like Maine was extremely fast. Utah was among the fastest. States need to learn
from each other how to have efficient mortality data releases.

Rosenbaum JE, Stillo M, Graves N, Rivera R. Timeliness of provisional United States mortality data
releases during the COVID-19 pandemic: delays associated with electronic death registration system and
weekly mortality. J Public Health Policy. 2021 Dec;42(4):536-549. doi: 10.1057/s41271-021-00309-7.
Epub 2021 Nov 3. PMID: 34732841; PMCID: PMC8564267.

5. What resources, programs, training, or tools can increase opportunities for community-based
organizations to use equitable data to hold government accountable to the American public ?

The problem of substandard water and sewer infrastructure in areas with many Black residents has been
well-established, but we do not have access to adequate data. Catherine Flowers has worked as an
advocate on lack of sewage and water adequacy in rural areas in the South with large Black populations.
Housing data from American Housing Survey requires a fee. Including information about water and
sewer infrastructure adequacy in the AHRQ SDOH toolkit would be extremely helpful for

research. Literally the best information | have been able to find is 1990 Census figures by state for
percent of houses with municipal sewer (data attached). Information by county by year through the
present would be very helpful. We have some information about bathroom and kitchen adequacy in
public data, but that’s not quite the same thing as lack of adequate sewage disposal and clean home
water.

On the positive, | love the AHRQ SDOH database, and it’s on the right
track: https://www.ahrqg.gov/sdoh/data-analytics/sdoh-data.html




Janet E. Rosenbaum, Ph.D., A.M. (she/her)

Editorial Board Member, Journal of Adolescent Health (JAH)

Assistant Professor, Department of Epidemiology and Biostatistics

School of Public Health, SUNY Downstate Health Sciences University, Brooklyn, NY

The contents of this email message and any attachments are confidential and are intended solely for the
addressee. The information may also be legally privileged. This transmission is sent in trust, for the sole
purpose of delivery to the intended recipient. If you have received this transmission in error, any use,
reproduction or dissemination of this transmission is strictly prohibited. If you are not the intended
recipient, please immediately notify sender by reply email or by (718) 270-HELP.



About the UCLA Center for Health Policy Research

Since its founding in 1994, the UCLA Center for Health Policy Research (UCLA

CHPR) has produced high-quality, objective, and evidence-based research and data that have
informed effective policymaking and improved the lives of millions of Californians. In 2001
UCLA CHPR launched the California Health Interview Survey (CHIS), the largest state-based
population health survey in the U.S. CHIS collects data on health status, health habits, insurance
status, and social determinants of health for adults, teens and children. CHIS continues to
collect an annual sample of over 20,000 households with a constant commitment to producing
data centered on health equity.' To ensure the data was accessible by all organizations and
health leaders regardless of technical skill, the UCLA CHPR created a free, easy-to-use, web-
based query system, AskCHIS. Throughout the years we have used metrics from the system and
feedback from users to inform additional tools, including AskCHIS Neighborhood Edition (NE),
and Health Profiles, which deliver health estimates on top topics for multiple age groups,
racial/ethnic groups, and geographic regions (including counties, legislative districts, regions,
SPAs and HHAS). Additionally, UCLA CHPR offers training on utilizing CHIS data tools and
harnessing the power of data in advocacy. We have also provided special training for media and
legislative staff. Through the success of CHIS, we have expanded our equitable data research
portfolio with the creation of the UCLA Data Equity Center and the Native Hawaiian Data Policy
Lab. Itis through the lens and experience from CHIS and these two projects that we provide
our comments to the RFI.

UCLA Data Equity Center

The Data Equity Center is a new center based at the UCLA Center for Health Policy Research,
created to provide technical assistance to data projects around the country to help improve
data equity. The mission of the Data Equity Center is to increase representation of marginalized
populations in data and to reduce barriers in access to data especially among marginalized
communities who have been unrepresented or invisible in the data platforms that inform
policies. The Data Equity Center will also be curating a repository of resources to address
barriers to data equity that will be publicly available. We encourage agencies, programs and
organizations to turn to the Data Equity Center as a repository of expertise, resources, and
tools, as well as a source of technical assistance.

In addition to the Data Equity Center itself, our team would like to share the following
comments and suggestions.

Some recommendations across several of the questions posed in the RFI. For example, having a
strong commitment to Dissemination of data and data products is likely to produce resources
and tools that will facilitate data sharing across levels of government (Q3), expand
opportunities for historically underrepresented scholars and research institutions to access and
use data (Q4), increase opportunities for community-based organizations to use data (Q5), and
make data more accessible and useable for members of the public (Q6). For example, the
California Health Interview Survey is a state level survey that is widely used at the state, county
and local levels." The data and products are used by advocates, policy makers, community




organizations, and state and local health departments. This is due in part to dissemination
efforts which have produced a number of resources and tools including:
1. Reports and publications targeted to a variety of audiences from the general public, to
community-based organizations, to policy makers, as well as academics.
2. Online query system that supports quick and easy searches for health statistics for the
state of California as well as for counties and regions in the state
3. Data dashboards that provide data on smaller population groups or on timely topics
4. Public Use Data Files that provide comprehensive statewide data files on a variety of
topics and are free and downloadable

In addition, survey data are an essential source of monitoring the health and health care needs
of the U.S. populations as a whole and identifying the specific needs of smaller populations or
communities. Users of health datasets seeking to identify and quantify the health disparities of
smaller communities often encounter challenges of measurement and racial-ethnic
classification. These challenges include: inconsistent data collection and coding methods and
survey weighting decisions that affect the representativeness of samples of respondents across
surveys. Imprecision in health estimates for smaller racial/ethnic group can lead to poor public
health planning and policy formulation and may dampen opportunities for wider allocation of
non-health social protection resources that impact health.
In our work with survey researchers, they have routinely expressed the need for more guidance
on approaches to collecting, tabulating, and disseminating data on race and ethnicity; they have
also expressed challenges with regards to accessing datasets. The following are high-level areas
we have identified as those which would make data more accessible and useable to the public:
¢ Release pooled multiyear public-use files that include more detailed race/ethnicity data.
Pooling multiyear data reduces the disclosure risk that may be associated with providing
more detailed race data.

e When small sample sizes prohibit the inclusion of any of racial/ethnic subgroups,
datasets should include information on the overall population. For example, with the
American Indian and Alaska Native (AIAN) population it is preferable to include the
overall AIAN category along with the single-race AIAN category to expand tabulation
options for the AIAN population. In cases where disclosure risk prevents the release of
measures identifying any AIAN subgroup, such as single-race non- Latino AIAN, survey
administrators should consider publicly releasing at a minimum an overall AIAN
indicator that combines single-race AIAN and AIAN of more than one race into one
category. This indicator would allow continued access to data on AIAN populations
when disclosure concerns prevent the analysis of AIAN subgroups. The Native
Hawaiian/Pacific Islander group should also be separately reported from the Asian
American group.

¢ Reduce cost/time for accessing restricted data. If it is not possible for smaller
community information to be included in public-use datasets for some surveys, the
accessibility of that survey’s restricted data becomes extremely important for obtaining
information. This is especially critical for surveys that are the primary source of
information on a health topic. Current procedures for accessing federal statistical
research data centers are time-consuming and expensive and demand resources that



are often unavailable to members of these marginalized populations. Enabling access to
this data in ways that protect respondents will help to reduce these inequities and
encourage efforts to develop policies to improve the health of communities.

The Native Hawaiian Pacific Islander (NHPI) Data Policy Lab

The NHPI Data Policy Lab was born of the COVID-19 pandemic,[22] when community groups
throughout

the United States approached the UCLA CHPR about the lack of NHPI data in counts of infection
rates in known diasporas in different states. Anecdotal data in April 2020 indicated high rates
within the community but monitoring systems aggregated NHPI data with Asian-American or
‘Other’ designations, masking the true extent of the impact in this culturally tight-knit
community. Soon after, The NHPI Data Policy Lab developed data mining techniques to expose
the real

numbers of those impacted in this community, alerting community groups to the need, and
enabling health officials to create specific outreach programs for this population.

The NHPI Data Policy Lab is now a reputable source for NHPI data translators, educators,
collaborators, and conveners. Since its formation in May 2020, the NHPI Data Policy Lab has
supported the targeted community by increasing their access to health and health indicator
data for use in program planning, community building, advocacy, and informing policy. The
NHPI Data Policy Lab has an extensive track record in assisting NHPI community groups through
in-language data education, group data trainings, and conducting data needs assessments to
address barriers and gaps in data. Because of the Lab’s support, community partners have
successfully advocated at the U.S. House of Representatives Ways and Means Committee, the
Congressional Asian Pacific American Caucus, the Congressional Tri-Caucus, and several state
and county health jurisdictions throughout the U.S.

Additional comments in response to specific questions are below:

1. What are examples of successful collaborations involving equitable data between the
Federal government and (a) Tribal, territorial, local, and State governments, or (b) local
communities?

In California, the NHPI Data Policy Lab has been integral in helping local community coalitions in
COVID-19 response. Members of The NHPI Data Policy Lab regularly attend virtual community
convenings to provide COVID-19 data reports and education on case, death and vaccine rates.
The NHPI Data Policy Lab has also produced a California county-level dashboard to visualize
COVID-19 impacts on NHPIs across the state that the community relies on for accurate and
reliable data. We provide thorough trainings on how to navigate the platforms to ensure
usability among community and health professional data users. This support has shown high
impact in regions such as the Inland Empire where an NHPI coalition successfully leveraged the
Lab’s data and data-education to make disaggregated NHPI COVID-19 data publicly accessible.
This advocacy effort uncovered hidden NHPI disparities, giving community-based organizations
the evidence needed to garner support for NHPI-targeted interventions.



Recently, the NHPI Data Policy Lab has given recommendations to the California Department of
Public Health on the shortcomings of the Califronia Health Places Index, which fails to capture
vulnerable NHPI communities. The metric disproportionately lacks consideration of NHPIs in
resource allocation and vaccine distribution. This effort to educate and communicate with data
producers on NHPI data inequities further emphasizes the NHPI Data Policy Lab’s role as a local
data intermediary.

2. Among examples of existing Federal collaborations with (a) Tribal, territorial, local, and
State governments or (b) local communities involving equitable data, what lessons or best
practices have been learned from such collaborations?

Form the NHPI Data Policy Lab Collaborations, we have learned the following:

1. We are using the findings of a Community Data Needs Assessment to inform the
development of the data platform and training materials.

2. We conduct “report back” meetings to provide community respondents to findings from
the Community Data Needs Assessment.

3. We work not only with traditional organizations, but also civic clubs, and school districts
to address and improve outcomes among the targeted population groups.

4. Relationships of mutual benefit, and provision of technical assistance are useful in
asking the community for a formal commitment to partnerships.

3. What resources, programs, training, or other tools can facilitate increased data sharing
between different levels of government (Tribal, territorial, local, State, or Federal) related to
equitable data?

The Data Equity Center is housed in the National Network of Health Surveys (Network). The
Network, a project of the UCLA Center for Health Policy Research, is a group of over 200 health
survey leaders, data custodians and users all interested in advancing data projects across the
country at national, state and local levels. Because the Network membership includes
representatives and users of data across different levels of government, the Network can be a
resource for facilitating data sharing across levels.

In addition, the Network curated a series of technical assistance workshops designed to
improve the disaggregation of race and ethnicity measures in health data sources. Workshop
topics include: considerations for data collection and processing, question wording and
response sets, mitigating disclosure risk, user experience, weighting strategies, disaggregating
data decision-making, and legal and regulatory guidance. Recordings and slides from these
workshops are available.

The NHPI Data Policy Lab has established dashboards that have automated data scraping from
publicly available datasets. With the shared resources from the UCLA CHPR, we have a bench of
researchers in data science, statistical analysis, data dissemination and training specialists, and
policy analysts. Through our Communications team, we have hosted webinars featuring the
NHPI Data Policy Lab dashboards—both for the state and national levels.



The Health Data program, a program of the UCLA Center for Health Policy Research, could help
expand opportunities for underrepresented scholars and research institutions to access and use
data. Through in-person and on-line workshops, the Health DATA Program helps policymakers,
community groups and health and advocacy organizations to understand and use credible data
in their programmatic and policy development work. Although the program’s training and
workshops has focused on health data, the concepts can be applied to other types of data.

5. What resources, programs, training, or tools can increase opportunities for community-
based organizations to use equitable data to hold government accountable to the American
public?

The Health Data program, a program of the UCLA Center for Health Policy Research, could help
increase opportunities for community-based organizations to use data. Health DATA conducts
training courses, in-person and online workshops, and technical assistance sessions to build
knowledge and skills to access, understand, and apply data to program planning, advocacy, and
policy development. One initiative of the Health Data Program was the Data & Democracy
Initiative which had the goal of increasing data and research capacity of community-based
organizations. Results of an evaluation of this initiative suggest that this intensive, short-term
training program led to significant gains in data and research self-efficacy among community-
based organization staff.

6. What resources, programs, training, or tools can make equitable data more accessible and
useable for members of the public?

User friendly data access tools and training are key components to improving access to data
and allowing communities the ability to understand themselves better and develop solutions
and policy ideas. With COVID-19 data a number of innovative data dashboards were developed
by various academic and non-academic entities, allowing for quick visual display of data that
could be easily interpreted and used by communities. Training community users as well as
building a pipeline of data scientists, particularly from communities have been historically
underserved, would improve access, use, and interpretability of data by the public it the data
are intended to serve.

7. In which agencies, programs, regions, or communities are there unmet needs, broken
processes, or problems related to participation and accountability that could be remedied
through stronger collaborations and transparency around equitable data?

American Indian/Alaska Native/Indigenous populations:

American Indian and Alaska Native (AIAN) people are underrepresented and often invisible in
data and research. AIAN health data capacity is impeded by the quality of information
collected, released, and reported on AIANs in population-based surveys. AIANs are either put in
a residual “other” category or, typically, depicted as single-race non-Latinx AIANs.” Moreover,
variations in approaches to classifying racial and ethnic populations in federal and state health
statistics have substantial implications for how we measure health status, access to healthcare,
healthcare quality, and health equity.” There is considerable variation across surveys in their



measurement of the AIAN population based on survey classification, tabulation, and weighting
approaches. Administrators should consider the effects of rendering politically and socially
marginalized populations invisible in public use data sets when making decisions about whether
to release this data. Recommendations for improving AIAN data capacity include releasing
pooled multiyear public use data files that include more detailed race/ethnicity data, including
information on the overall AIAN population in data files, noting when conclusions about the
AIAN population are based solely on single-race non-Latinx AIANs, and streamlining access to
restricted use data files that contain more detailed racial/ethnic information.

Native Hawaiian and Pacific Islander (NHPI) populations:

Health inequities in Native Hawaiian and Pacific Islander (NHPI) populations have been
perpetuated and exacerbated by decades of data inequity. The COVID-19 pandemic
underscored the public health neglect of small communities, such as NHPIs, in part due to a lack
of publicly accessible data compounding a community that has gone unreported and
underreported, not just in health, but in all social determinants of health (SDoH).

Asian Americans:

Asian Americans are the fastest-growing racial/ethnic group in the U.S., representing more than
50 ethnic groups and speaking over 100 different languages, but national health data rarely
collect information needed to disaggregate AANHPI into smaller groups to capture this
diversity."!

“Invisible Subgroups in Aggregated data”

Although large national surveys may include racial and ethnic and sexual subpopulations and
sexual orientation and gender identity classification in data collection, sample sizes are often
too small to permit meaningful data analysis. Barriers to disaggregation cited included the lack
of stakeholder interest, inadequate funding, lack of space on questionnaires, as well as
methodologic challenges, such as the inability to obtain an adequate sample size and poor
questionnaire design. Recommendations include mandating disaggregation; establishing
research community resources for addressing challenges in following mandates and guidelines;
publishing best practices on oversampling, identifying community needs, and collecting data
when resources are limited.

Thank you for considering this comment.
Ninez Ponce, PhD, MPP — Director of the UCLA Center for Health Policy Research
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Hi there,
Thanks for the opportunity to submit a request for equitable federal data. Relating to:

« Question #4: What resources, programs, training, or other tools can expand
opportunities for historically underrepresented scholars and research institutions to
access and use equitable data across levels of government ?

« Question #7: In which agencies, programs, regions, or communities are there unmet
needs, broken processes, or problems related to participation and accountability that
could be remedied through stronger collaborations and transparency around equitable
data?

We’d like to be able to access data on proposal submissions and awards and any merit review
scores and award sizes for research and non-research proposals at NSF, DOE, NASA, and
other federal funding agencies, broken down by race/ ethnicity/ sexual orientation / gender/
disability status/ veteran status/ small area geography/ institution/ career stage] so that we can
assess when there have been inequitable funding disparities and potential mechanisms
underlying them. We recognize that census and federal definition categories have changed over
the years and that data may be incomplete, but accessibility, transparency, and data availability
would be helpful.

Thank you,
Aradhna

Aradhna Tripati (she/they)

Presidential Awardee in Science and Engineering - California Academy of Sciences - Fellow,
Geochemical Society, European Association of Geochemistry, Geological Society of America,
American Geophysical Union - Founding Director, Center for Diverse Leadership in Science

UCLA | Institute of the Environment and Sustainability | Earth, Planetary, and Space Sciences |
Atmospheric and Oceanic Sciences | American Indian Studies Center

Web: >https://tripati-lab.netlify.app/< | Twitter:_

Meeting
link: https://ucla.zoom.us/my/zoomwitharadhna | Scheduler: https://calendly.com/aradhnat/1
Smin

UCLA's Basic Needs Resource Guide

Video - Where do you see infinity or boundlessness in the world? - Yayoi Kusama and
the Broad Museum

Panel - Confronting the Climate Crisis - CNN

Keynote — Racism and culture in STEM and society - Unpacking Diversity

The American Indian Studies Center and the Center for Diverse Leadership in Science at UCLA
acknowledge the Tongva peoples as the traditional land caretakers of Tovaangar (Los Angeles
basin, So. Channel Islands) and are grateful to have the opportunity to work for

the taraaxatom (indigenous peoples) in this place. As a land grant institution, we pay our



respects to Honuukvetam (Ancestors), ‘Ahiihirom (Elders), and ‘eyoohiinkem (our
relatives/relations) past, present and emerging.




City of Philadelphia Response to the Equitable Data Engagement and

Accountability Request for Information
Direct any additional questions to Julia Hinckley, Director of Policy and Deputy Chief of Staff to Mayor

sim Kenney, =

1. What are examples of successful collaborations between the Federal government and (a)
Tribal, territorial, local, and State governments or (b) local communities involving equitable
data?

Departments in the City of Philadelphia use federal data broadly in three ways. First, the City uses
federally produced data products for planning. Second, City agencies sometimes receive data for
statutorily authorized purposes to administer local, state, and federal programs. Third, the City of
Philadelphia collaborates with federal agencies to plan new policies and evaluate existing policies using
data. This third category is presumably the most interesting and relevant to the use of equitable data —
but as described in the response to question 7, projects that originate at the local level have had
particular challenges.

Use of Pre-Made Federal Data Products

e The City of Philadelphia Office of Homeless Services (OHS) uses data from the Department of
Housing and Urban Development’s systems, including LSA, HIC, Sage, Stella and the National
EHV dashboard. OHS also received technical assistance from HUD to help set up and
operationalize our racial equity committee in our local CoC.

e The City routinely uses Census Bureau data products, like annual reports on poverty. The Census
Bureau release of the Supplemental Poverty Measure data allowed the City to estimate the
impact the expanded Child Tax Credit could have had on Philadelphians in poverty if the City
were able to effectively reach them. This data helped us coalesce partners around a strategy of
outreach and assistance. SPM data also helps the City better understand how we can strengthen
our benefits access work to enroll more residents in programs for which they are eligible

Use of Federal Data for Program Administration

e The City of Philadelphia Department of Revenue receives data from the Internal Revenue
Service (IRS) as part of the State Information Sharing program. This program has been successful
in identifying unregistered or underpaying taxpayers in the City of Philadelphia for several
different business taxes but has not been able to be used to conduct an equity analysis of tax
administration.

Use of Federal Data for Planning and Evaluation

e The City of Philadelphia Office of Community Empowerment and Opportunity was supported by
the White House and Treasury Department through the simplified filing portal from Code for
America, getctc.org. This was not only useful in helping Philly families access the credit, but in
gathering data on how many people we reached. Code for America was able to provide the City
with aggregate data on the number of Philly households by zip code that used the tool, the
dollars in CTC and stimulus payments claimed, and the time it took to claim the funds. This



allowed the City to see where how our outreach efforts in the lowest income zip codes of
Philadelphia were having an impact in reaching people and directing them toward the tool

2. Among examples of existing Federal collaborations with (a) Tribal, territorial, local, and State
governments or (b) local communities involving equitable data, what lessons or best practices
have been learned from such collaborations?

Overall, establishing data sharing routines with the federal government has been a challenge. In order to
do our work most effectively, City government requires a legal and secure way to receive identified,
person-level or event-level data about our residents. Types of data might include their participation in
federal benefits programs (e.g., Social Security), residency changes, military participation/veteran’s
status, income information, and more.

Having these types of data in an identified, person-level format would allow the City to link the data to
our own records of service provision to improve out outreach/enrollment, to monitor program
implementation, and to measure our impact. The City has the data infrastructure and technical expertise
to manage Protected Health Information and Federal Tax Information in the Office of Integrated Data
for Evidence and Action (IDEA) and the Department of Revenue, respectively. Most importantly, this
data could allow the City to better target our efforts to the most vulnerable Philadelphians and ensure
we are maximizing out impact.

For example, understanding who is accessing various types of federal assistance (e.g., Social Security)
could provide up to date contact information for Social Security recipients so we can help enroll them in
our local Senior Citizen Property Tax or Water discount programs or help us ensure those seniors not
receiving Social Security benefits have the information and support they need to access benefits to
which they are entitled.

3. What policies, resources, programs, training, or other tools can facilitate increased data
sharing between different levels of government (Tribal, territorial, local, State, or Federal)
around equitable data?

What is most needed is clear guidance that identified, person-level data sharing among local, state, and
federal agencies is legal as long as specific conditions (security, privacy, use cases, etc.) are met. When
laws related to data or data-sharing are unclear, locally developed legal opinions understandably error
on the side of caution. Projects across the City, from health agencies to tax agencies, have not moved
forward because of hesitancy to interpret federal law incorrectly.

Government agencies should absolutely have the freedom and flexibility to say they won’t share data if
not mutually beneficial, but too often the answer is, “We want to, but we can’t.” Protecting client
privacy must be one of our highest priorities but balanced with the risk of harm caused by unnecessary
and inequitable administrative burdens, when the necessary data already exist and are sitting unused. In
addition to written guidance, a federal technical assistance agency for local/state government law
departments attempting to interpret federal law in specific situations would be extremely helpful. A
technical assistance agency might also be able to offer trainings in addition to one-on-one consultation.

A second area where the federal government could be of help is with the creation of inclusive data
standards. Too often, different agencies are asked to collect data differently for similar constructs —
different fields, different response options, or different formats (e.g., select one vs. select all that apply).



Standards should be routinely updated and implemented across agencies, so at the local level we can
implement those same standards across our own agencies without pushback about federal reporting
requirements. Alignment of minimum data collection requirements and standards among federal
government agencies that would translate into a more aligned system requirements among other levels
of government.

4. What policies, resources, programs, training, or other tools can expand opportunities for
historically underrepresented scholars and research institutions to access and use equitable
data across levels of government?

While the City of Philadelphia does not itself employ and train scholars, the City routinely works with
research institutions to plan and evaluate programs. Most academic partnerships are with local
academic institutions where the university covers the costs of research.

The City could better partner with historically underrepresented scholars and institutions if the federal
government provided funding and forums to connect with such researchers. This could be a scholar
research network or a clearinghouse where the City could post projects that need academic support and
evaluation.

5. What policies, resources, programs, training, or tools can increase opportunities for
community-based organizations to use equitable data to hold government accountable to the
American public?

While the City of Philadelphia is not a community-based organization (CBO), the City often collaborates
with CBOs. The federal government could increase opportunities for CBOs to use equitable data by
increasing the use and availability of interactive dashboards that can be accessed and used to evaluate
overall performance of the government, allocating funding for research and analysis of data with the
expressed purpose of sharing that data with the public and, where available, disaggregating data based
on demographics (race, ethnicity, gender, etc.)

6. What policies, resources, programes, training, or tools can make equitable data more accessible
and useable for members of the public?

See response to question 5.

7. In which agencies, programs, regions, or communities are there unmet needs, broken
processes, or problems around participation and accountability that could be remedied
through stronger collaborations and transparency around equitable data?

For nearly all government programs, the administrative burdens placed on vulnerable communities
(low-income, immigrant, communities of color, seniors, etc.) are too high. Typically, this takes the form
of means testing and regular recertification of income status to maintain benefits when data sharing
could auto-enroll, pre-qualify, recertify, or at least pre-populate these types of forms/applications.
There is a “time tax” placed on our most vulnerable residents that could and should be remedied by
government to improve equity.



Additionally, as noted in the response to question 3, the slowness and difficulty in creating data sharing
agreements has created challenges in collaboration between the federal government and the City of
Philadelphia.

The Philadelphia Mayor’s Office sought to evaluate effective outreach strategies to increase uptake of
the expanded Child Tax Credit by combining local human services data and federal tax information. The
City conducted a randomized control trial in which the City used local human services data to gather
contact information to text, call, and mail residents who could benefit from (and might have been at risk
of missing out on) the expanded Child Tax Credit. The City worked with an IRS-affiliated researcher at
Georgetown University to design the intervention and study, and the partnership was built with the
understanding that the IRS would evaluate and provide aggregate information on whether residents
who received different types of outreach ultimately did claim the Child Tax Credit. The project was a
unique opportunity to use equitable data by combining information about the most vulnerable
Philadelphia residents with concrete outcome data from tax records.

While the City did conduct the outreach to residents, the City has yet to sign a data-sharing agreement
or receive any aggregate data from the IRS. This presents an unfortunate missed opportunity. A more
collaborative and efficient process for federal/local partnership and data-sharing could have allowed the
City to learn quickly from this initial round of outreach and apply learnings to inform not only the efforts
to help people claim the remainder of the Child Tax Credit, but all efforts to expand and improve
benefits access.
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National Science and Technology Council (NSTC) Subcommittee on Equitable Data
Office of Science and Technology Policy
Eisenhower Executive Office Building
NW
Washington, DC 20504

Submitted via mail o

Re: Engagement and Accountability RFI
Dear Chief Data Scientist Ross,

The Asian & Pacific Islander American Health Forum (APIAHF) sincerely appreciates
the opportunity to submit comments in response to the Request for Information on
Equitable Data Engagement and Accountability.

With longstanding relationships with over 150 community-based organizational partners
in over 40 states and the territories, APIAHF is the nation’s oldest and leading health
advocacy organization dedicated to improving the health and well-being of over 25
million Asian American (AA), Native Hawaiian (NH), and Pacific Islander (PI)
communities. For over 35 years, APIAHF has worked to improve access to and the
quality of care for AA and NH/PI communities, many of whom are predominantly
immigrant, limited English proficient (LEP), and may be new or unfamiliar with the U.S.
healthcare system.

We draw upon our extensive experience in addressing the health inequities that AA and
NH/PI communities face and our understanding of the needs and barriers faced by AA
and NH/PI communities. Our comments primarily focus on the following questions:

° What resources, programs, training, or other tools can facilitate increased data
sharing between different levels of government related to equitable data?
. What resources, programs, training, or tools can increase opportunities for

community-based organizations to use equitable data to hold government accountable to
the American public?

. In which agencies, programs, regions, or communities, are there unmet needs,
broken processes, or problems related to participation and accountability that could be
remedied through stronger collaborations and transparency around equitable data?

What resources, programs, training, or other tools can facilitate increased data sharing
between different levels of government related to equitable data?

Prioritize short and long-term investments in data infrastructure to enable
increased data sharing. One of the main impediments to data sharing in public health
stems from an outdated data infrastructure which does not allow data to be shared across



multiple platforms and sources. Without investments in the data infrastructure itself, successful data sharing is not
possible. In the short term, this means investments in technology and human capabilities, while in the long-term,
it entails the migration of legacy data systems to modern, equity-oriented data systems.' State and local health
jurisdictions that rely on outdated and underfunded data systems need to have the resources to update data
systems and to migrate existing data to newer, leaner, and more adaptable platforms. The COVID-19 pandemic
especially brought to light the consequences of the underinvestment in the public health infrastructure in the U.S.
and the need for sustained investments, including in health information technology.

Not only do systems need to be updated, but standards established that enable data sharing between different
health care entities and public health departments at the federal, state, and local levels. This means agreed upon,
transparent data-sharing and interoperability requirements that incentivize the exchange of health data across
health care systems, levels of government, and public health entities in ways that promote health equity. With
better quality, linked data, government agencies can use the information to leverage from other sources to support
and collaborate with community partners to better understand and meet community needs. For example, Health
Level 7 Fast Healthcare Interoperability Resources (HL7 FHIR) are standards that are designed to allow for quick
and efficient data exchanges because they adopt standards and concepts already existing and familiar to software
developers.? At the same time, there must be additional standards that ensure that these data exchanges lead to
ways of addressing health disparities rather than deepening them by balancing these data-sharing efforts with
trust-building with communities and addressing privacy concerns.

Increase resources dedicated to workforce training and technical assistance on data-sharing across levels of
government and for community-based organizations. Data is only as impactful as the people who collect,
analyze, disseminate, and report the data. The promotion of equitable data requires training the workforce and
providing technical assistance so that people understand what makes data equitable. Data sharing is more likely to
occur when there is agreement on and guidelines for how the data will be used and for what purpose. For
example, the Centers for Medicare and Medicaid Services (CMS) Office of Minority Health (OMH) offers health
equity technical assistance resources for organizations interested in advancing health equity through data
collection and analysis.> However, more resources need to be dedicated to fostering a culture that normalizes
equitable data such as a plan for data equity that serves as a guide for how entities will promote equitable data
through data-sharing, collection and reporting. Training a workforce to value equitable data should go beyond
mandatory training on structural racism and bias in data collection, analysis and reporting to building an
organizational culture that prioritizes equitable data and data practices. One way of advancing equitable data
practice is through principle-aligned practices for the data life cycle, from acquisition to disposition, that protect
human subjects and create a less harmful and more just data environment.*

What resources, programs, training, or tools can increase opportunities for community-based organizations to
use equitable data to hold government to the American public?

! Robert Wood Johnson Foundation, Charting a Course for an Equity-Centered Data System: Recommendations from the
National Commission to Transform Public Health Data Systems, October 2021. Available at:
https://www.rwjf.org/en/library/research/2021/10/charting-a-course-for-an-equity-centered-data-system.html

2 The Office of the National Coordinator for Health Information Technology, What is HL7 FHIR? Available at:
https://www.healthit.gov/sites/default/files/page/2021-04/What%201s%20FHIR %20Fact%20Sheet.pdf

3 For more information: https://www.cms.gov/About-CMS/Agency-Information/OMH/equity-initiatives/Health-Equity-
Technical-Assistance

* Marcus Gaddy and Kassie Scott (Urban Institute), Principles for Advancing Equitable Data Practice, (June 2020).
Available at: https://www.urban.org/sites/default/files/publication/102346/principles-for-advancing-equitable-data-
practice_0.pdf




Require the disaggregation of race and ethnicity data across all federal and local agencies by revising and
expanding Office of Management and Budget (OMB) categories. For decades, AA & NH/PI communities
have urged for data disaggregation. However, since 1997 there have been no changes made to OMB Directive No.
15, Standards for Maintaining, Collecting, and Presenting Federal Data on Race and Ethnicity (OMB standards).
For 25 years, these minimum standards have limited the categories by which federal agencies collect data on race
and ethnicity. While we commend the current ongoing process to review the OMB Standards, without a change in
the Standards, federal and state agencies as well as community-based organizations cannot be armed with the
baseline tools needed to advance equitable data.

Since the OMB Standards were last re-visited, we have witnessed significant change in the population makeup
within AA & NH/PI communities. AA and NH/PIs comprise the fastest growing population in the U.S., and AAs
are projected to grow more than 100% between 2030 and 2060, while the NH/PI population is projected to grow
by nearly 50%.> To account for these changes, APIAHF has previously urged OMB to require agencies to follow
the question format used in the U.S. Census’s 2015 National Content Test (NCT) Final Report, (Figure 26, page
88) which includes checkboxes for six of the largest AA as well as six of the largest NH/PI populations plus
listing the next three populous populations as “for example” write-in groups.® Additionally, APIAHF has
recommended that these categories not be static, but regularly updated so that when subgroup population sizes
change in relative size over time, new checkbox categories are added to reflect the change in population sizes.

Some states have taken the lead in implementing data disaggregation. In 2021, the state of New York passed data
disaggregation legislation which requires all state agencies, boards and commissions that already collect
demographic data to collect more granular data on AA & NH/PI groups and languages spoken. Agencies must
disaggregate data for the ten most populous AA groups, along with Native Hawaiian, Guamanian, Chamorro, and
Samoan groups. This legislative change would not have been possible without the decades of advocacy by AA
and NH/PI community-based organizations demanding better data that reflects the diversity of our communities.

Federal, state, and local governments as well as community-based organizations depend on data to assess and
distribute resources. Data that is not disaggregated cannot be equitable because it renders entire communities
invisible and their needs unknown and unaddressed. Not only does the lack of disaggregated data make
communities invisible, but they also fuel racist misconceptions and myths about populations- for example, the
“healthy minority” misperception and “model minority” myth that Asian Americans are healthier and better off
than other communities of color.”

Increase access to equitable data for limited English proficient (LEP) populations by expanding the
quantity and diversity of language services related to the collection, analysis, and reporting of federal data.
Existing federal laws and regulations, including Title VI of the Civil Rights Act of 1964, Executive Order 13166,
Section 1557 of the ACA, and Language Access Plans generated by agencies, require protections for limited
English proficient populations. However, in-language resources and support services are significantly lacking
when it comes to data collection, analysis, and reporting. One in three Asians Americans and one in ten Native
Hawaiian/Pacific Islanders are limited English proficient. In the absence of sufficient language services, many AA
& NH/PI communities are unable to participate in, contribute to, or use equitable data. Considering the limited
English proficiency of AA & NH/PI as well as other LEP communities, federal agencies should at minimum
develop a language assistance program in data collection, analysis, and dissemination efforts.

5 U.S. Census Bureau, Demographic Turning Points for the United States: Population Projections for 2030-2060, (February
2020). Available at https://www.census.gov/content/dam/Census/library/publications/2020/demo/p25-1144.pdf

6 APIAHF comment letter available at: https://www.apiahf.org/resource/comment-letter-to-the-office-of-management-and-
budget-2017/

7 Stella Yi et al, The Mutually Reinforcing Cycle of Poor Data Quality and Racialized Stereotypes that Shapes Asian
American Health, Health Affairs 41:2, (February 2022). Available at:
https://www.healthaffairs.org/doi/full/10.1377/hlthaff.2021.01417




The increased availability of language services related to the collection, analysis, and reporting of race and
ethnicity data would increase opportunities for more community-based organizations to use equitable data.

An example of a best practice is using interpreters to assist LEP persons in completing surveys and in-language
guides/pamphlets that explain how the data that is collected will be used. These efforts to reach LEP populations
should be done by recruiting and training trusted community organizers, including community health workers and
patient navigators, who have cultivated strong relationships with community members.®

Foster and strengthen partnerships with community-based organizations that are already producing and
using equitable data by providing resources and support, such as grants and financial assistance. Because
of the lack of disaggregated data for the populations they serve, many community-based organizations undertake
time consuming and expensive data collection for their own, including data collection utilizing in-language
services. In January 2022, APIAHF in collaboration with the NYU Center for the Study of Asian American
Health (NYU CSAAH) and community-based partners developed the National Covid-19 Rapid Needs
Assessment survey to understand COVID-19 related needs and knowledge within AA and NH/PI communities,
which was translated into Arabic and 11 Asian languages.’ Federal agencies should identify and encourage such
efforts by making available more resources, including financial assistance.

In which agencies, programs, regions, or communities, are there unmet needs, broken processes, or problems
related to participation and accountability that could be remedied through stronger collaborations and
transparency around equitable data?

Require state health agencies to standardize race and ethnicity categories as well as instructions on how
race and ethnicity data is collected, using ACA Section 4302 as a minimum standard. Despite guidelines
such as section 4302 of the Affordable Care Act which since 2012, has required population health surveys used in
federal health programs, to collect and report data on race, ethnicity, sex, primary language, and disability status,
race and ethnicity data of enrollees in federal health programs, including Medicaid and Medicare, are incomplete
and inaccurate. Additionally, these inaccuracies have been found to be more common for certain beneficiaries,
including Asian/Pacific Islander beneficiaries.'® The lack of accurate and complete race and ethnicity data of
enrollees in federal health programs impede the ability to assess and address health disparities writ large.

Data on Medicaid beneficiaries provide a key example. State Medicaid agencies vary widely in the number of
categories they use to collect race and ethnicity data as well as how these variables are named and combined to
create aggregated categories.'' As a result, it is nearly impossible to understand the experiences of Medicaid
beneficiaries as well as to understand the racial and health disparities experienced by beneficiaries at the national
level. The ability to collect meaningful, reliable health data that is accurate, timely, and complete means enforcing
and prioritizing standardization of categories and collection methods, such as how questions soliciting answers on
health surveys are worded.

& White House Initiative on Asian Americans and Pacific Islanders Interagency Working Group Data and Research
Subcommittee, Best Practices for the Disaggregation of Federal Data on Asian Americans and Pacific Islanders, (March
2016). Available at: https://www.hhs.gov/sites/default/files/mar2016-whiaanhpi-data-disaggregation-report.pdf

® APIAHF, National Multilingual COVID-19 Survey to AA & NH/PI Communities Finds Confidence in Vaccination and
Widespread Misinformation, (July 2022). Available at: https://www.apiahf.org/press-release/national-multilingual-covid-19-
survey-to-aa-nh-pi-communities-finds-confidence-in-vaccination-and-widespread-misinformation/

10U.S. Department of Health and Human Services Office of Inspector General Data Brief, Inaccuracies in Medicare’s Race
and Ethnicity Data Hinder the Ability to Assess Health Disparities, (June 2022), OEI-02-21-00100. Available at:
https://oig.hhs.gov/oei/reports/OEI-02-21-00100.pdf

" Heather Saunders and Priya Chidambaram (Kaiser Family Foundation), Medicaid Administrative Data: Challenges with
Race, Ethnicity, and Other Demographic Variables, April 2022. Available at: https://www.kff.org/medicaid/issue-
brief/medicaid-administrative-data-challenges-with-race-ethnicity-and-other-demographic-variables/




Thank you again for the opportunity to provide comments. We sincerely commend ongoing federal efforts to
advance equitable data — data that allow for rigorous assessment of the extent to which government programs and
policies yield consistently fair, just, and impartial treatment of all individuals, including those who have been
historically underserved, marginalized, and adversely affected by persistent poverty and inequality- and we hope
that our responses help inform the establishment of mutually beneficial collaborations between federal agencies,

other levels of government, civil society and the research community. If you have any further questions or
concerns, please contact us a_

Sincerely,

Juliet K. Choi
President & CEO
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NSTC Subcommittee on Equitable Data, Office of Science and Technology Policy
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Washington, DC 20504
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To the Subcommittee:

The King County Housing Authority (KCHA) is committed to advancing equity in our operations,
data collection and analysis, and community engagement. We welcome this opportunity to inform
the Subcommittee’s efforts to learn how Federal agencies can support collaboration among local
government, the community, and researchers around the production and use of equitable data in
its Request for Information on Equitable Data Engagement and Accountability (87 FR 54269).
Attached is our response to questions in the RFI.

Sincerely,

rsy o nson
Senior Director, Policy, Research and Social Impact Initiatives Department

ttle, WA 98188-3326 « kcha.org
Phon Fa
EQU G OPPORTUNITY
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King County Housing Authority Response to
Request for Information on Equitable Data Engagement and Accountability

1. What are examples of successful collaborations between the Federal government and (a)
Tribal, territorial, local, and State governments or (b) local communities involving equitable
data?

The “Data Across Sectors for Health and Housing” (DASHH) project is an example of a data-sharing
collaboration among three local government entities that collect and report data to the federal
government. The King County Housing Authority (KCHA), with the Seattle Housing Authority (SHA),
successfully partners with Public Health-Seattle/King County (PHSKC) on an ongoing data-linkage
project that merges administrative data from the public housing authorities (PHAs) and
Medicaid/Medicare to create a longitudinal dataset. (The PHA data are primarily from HUD form
50058 that is submitted to the Public and Indian Housing (PIH) Information Center (PIC) data
system). The data linkage work has been supported by the Robert Wood Johnson Foundation in a
grant to PHSKC.

The purpose of this multi-year effort is to learn more about the relationship between health and
housing and inform how public housing authorities can leverage housing supports for better
resident health and health equity. KCHA uses the data to identify health conditions that are
prevalent among residents overall and among sub-populations and local geographies to uncover
any disparities; and to develop and evaluate programming to address health care needs (such as
connecting residents to behavioral health treatment).

A central product of DASHH is a public-facing dashboard hosted by King County, which can be
found at: www.kingcounty.gov/health-housing. Under careful data sharing agreements and

security protections, this open data product adheres to privacy rules and allows for community
perusal of the data, expanding access to the information and therefore accountability for our work
focused on intersections between health and housing.

The DASHH partnership has spawned original research studies. PHSKC obtained funding through a
HUD Notice of Funding Availability (NOFA) Examining Long-term Outcomes Following Exit from
HUD-Assisted Housing, with the housing authorities as sub-grantees to help inform the work.
PHSKC has performed a series of analyses examining predictors of positive and negative exits as
well as post-exit outcomes, such as rates of homelessness, health care utilization, and income
growth. Initial results provide evidence that positive exits—those due to reasons such as earning
enough income to no longer need housing subsidy—are associated with better health and housing
stability. They are also able to identify which individuals and households are more likely to have
better or worse outcomes. A report will be completed by the end of this year.

The DASHH data linkage also makes possible rigorous research that leverages the “natural
experiment” presented by PHA’s use of lotteries to provide access to housing vouchers. A research
team led by Craig Pollack at Johns Hopkins University is analyzing child health care outcomes of
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voucher recipients, comparing outcomes of those who randomly gained earlier access to housing
subsidies in comparison to households who remain on waitlists. The goal is to produce causal
evidence of the health impacts of housing vouchers. The work is ongoing.

KCHA also routinely shares data with partner organizations serving households that receive
“special purpose” housing vouchers focused on specific subpopulations experiencing housing
instability and homelessness. These include Veterans Affairs Supportive Housing (VASH), Family
Unification Program (FUP) for families with child welfare system involvement, Non-Elderly
Disabled (NED)/Mainstream vouchers, and Emergency Housing Vouchers (EHV) for individuals and
families experiencing homelessness. We track and share referral and demographic data with the
relevant federal and state agencies, our local Continuum of Care, and community-based
organizations (CBOs) to support efficient operational processes and we use the information to
analyze access by demographic sub-groups, geography, and referring CBOs to assess whether
access to vouchers is equitable.

2. Among examples of existing Federal collaborations with (a) Tribal, territorial, local, and
State governments or (b) local communities involving equitable data, what lessons or best
practices have been learned from such collaborations?

A central lesson we have learned is the importance of engaging with communities in our use and
interpretation of data. Administrative data systems are developed and implemented by those in
power to serve operational needs, and may not reflect the interests and priorities of the
communities they serve. Data may not be comprehensive and data quality can be low when the
structure, language, and method of data collection is tailored only to a homogenous group.

Engaging with communities on additional, more meaningful data collection and analysis is
necessary. For example, continuing the DASHH example above, we can identify behavioral health
conditions as high-prevalence among KCHA recipients of housing subsidies, but to identify
effective interventions, we need more information to understand causes and what the community
and individuals desire for potential solutions. Otherwise, we run the risk of offering programming
nobody uses. In 2020, KCHA operated a pilot program referring residents to behavioral health
services, but program uptake was low, due in part to the pandemic but also due to a mismatch
with community preferences, which could have been revealed earlier if residents were engaged in
a collaborative meaning-making process around the data analysis and if residents were a partner
in the program design.

3. What policies, resources, programs, training, or other tools can facilitate increased data
sharing between different levels of government (Tribal, territorial, local, State, or Federal)
around equitable data?

Data sharing takes time and specialized skillsets. Government agencies need sufficient staffing—

3
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managers, facilitators, programmers, and analysts—to develop data sharing agreements and
policies around data security and the protection of personally identifiable information; extract,
transfer, clean, analyze, visualize, and report on the data; and communicate with government,
research, and community partners all along the way. Appropriate hardware and software are
needed—fast processing speeds to handle large datasets and complex analytics, and increasingly
sophisticated statistical and dashboard applications. Training in data visualization and equitable
evaluation is also important.

Obtaining sufficient resources for this work is challenging; it is not part of core administrative
budgets for public housing authorities. KCHA is a “Moving to Work” agency, which means that we
have more flexibility in allocating staffing resources than most public housing authorities, enabling
us to maintain a small research and evaluation team that participates in DASHH and other
collaborative efforts (such as Creating Moves to Opportunity
(https://opportunityinsights.org/paper/cmto/). We have also obtained private funding to support

this team, whose work informs, improves, and impacts not only KCHA but also the national policy
landscape. Including funding for data sharing in core administrative budgets is necessary to make
all public entities able to participate in data collaborations and enhance transparency and
accountability of the full breadth of public services.

4. What policies, resources, programs, training, or other tools can expand opportunities for
historically underrepresented scholars and research institutions to access and use equitable
data across levels of government?

It is important to consider power imbalances and cultural constraints when designing funding
opportunities, which should be aimed to build internal capacity within historically
underrepresented scholars and research institutions. Funding opportunities should include robust
and diversified outreach activities, which would help engage underrepresented researchers and
improve access to equitable data.

5. What policies, resources, programs, training, or tools can increase opportunities for
community-based organizations to use equitable data to hold government accountable to
the American public?

It is beneficial to formulate a clear theory of change that makes a link between the impacts of
community based organizations (CBOs) and accountable and transparent practices within
government. Government funding opportunities should increase funding to CBOs that will allow
them to build internal capacity to develop and implement evaluation practices and provide
external (publically available) equitable data for ongoing collaboration and accountability.
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6. What policies, resources, programs, training, or tools can make equitable data more
accessible and useable for members of the public?

It can often be difficult to initiate the process of data-sharing, particularly for small agencies with
no in-house expertise. Making available model data-sharing agreements and technical assistance
would be helpful for local government entities just getting started.

Providing resources/staff capacity to develop layperson-friendly communication products and
explain results in person is just as important as the technical data analysis work. KCHA’s research
& evaluation team spends time translating technical research articles into brief summaries and
holding “lunch & learns” to discuss results with staff. They also develop dashboards with visual
data displays and presentations that translate findings into examples of potential programmatic
and policy responses to increase uptake and impact from data collaborations.
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MITRE'’s Response to the OSTP RFI on Equitable Data Engagement and Accountability

About MITRE

MITRE is a not-for-profit company that works in the public interest to tackle difficult problems
that challenge the safety, stability, security, and well-being of our nation. We operate multiple
federally funded research and development centers (FFRDCs); support public-private
partnerships across national security and civilian agency missions; and maintain an independent
technology research program in areas such as artificial intelligence, intuitive data science,
quantum information science, health informatics, policy and economic expertise, trustworthy
autonomy, cyber threat sharing, and cyber resilience. MITRE’s 9,000-plus employees work in
the public interest to solve problems for a safer world, with scientific integrity being fundamental
to our existence. We are prohibited from lobbying, do not develop or sell products, have no
owners or shareholders, and do not compete with industry. Our multidisciplinary teams
(including engineers, scientists, data analysts, organizational change specialists, policy
professionals, and more) are thus free to dig into problems from all angles, with no political or
commercial pressures to influence our decision making, technical findings, or policy
recommendations.

Good data is essential for making well-informed decisions, managing organizational costs and
benefits, innovating, and successfully achieving mission outcomes—which includes ensuring
that “government programs and policies yield consistently fair, just, and impartial treatment of
all individuals.”* MITRE not only supports Chief Data Officers throughout the federal
government as they develop and implement their data strategies and governance programs, but
also has direct experience assisting federal agencies leverage other government and private-
sector data to meet critical mission needs. Per the Federal Acquisition Regulation, FFRDCs can
have unique access to both sensitive government data and proprietary private-sector data—and
both the government and the public sector have regularly trusted MITRE to manage third-party
access and leveraging of their data. Multi-party collaboration on ethical data collection,
protection, access, and usage is fundamental to our work in this space.

Introduction and Overarching Recommendations

An overarching observation from this RFI and the administration’s prior document, 4 Vision for
Equitable Data, is the assumption that equitable data has already been collected and efforts can
thus be predominantly focused on access and use. In practice, however, these aspects aren’t
isolated events, but are rather interconnected aspects that both follow the collect-access-use
progression and contain feedback loops such that insights gained from access and use will impact
future collection activities. As such, MITRE recommends that the community’s work on this
equitable data topic be more holistically scoped and coordinated to drive the impacts desired.

' A Vision for Equitable Data: Recommendations from the Equitable Data Working Group. https://www.whitehouse.gov/wp-
content/uploads/2022/04/e013985-vision-for-equitable-data.pdf
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Questions Posed in the RFI

1. What are examples of successful collaborations involving equitable data between the
Federal government and (a) Tribal, territorial, local, and State governments, or (b) local
communities?

This Administration encouraged the use of American Rescue Plan funds to support Tribal,
territorial, local, and state (TTLS) data infrastructure and expanding reporting requirements for
disaggregated data collection across key programs as a part of funding activities to
institutionalize expectations for allocating resources and assessing equity at the state and local
levels. “Agencies and program offices will need to invest in the statistical, evaluation, and data
science expertise necessary to design and conduct robust equity assessments using their
administrative data, consistent with the Foundations for Evidence-Based Policymaking Act of
2018 (‘Evidence Act’) and the Equity EO.”2 TTLS agencies can collaborate on equitable data
through policies and standards that encourage transparency in allocation of resources.

Related lessons learned from the administrative equity assessment and evaluation activities
undertaken by state and local levels on equitable data include:3
o Establish policies and standards for administering funding and supporting administrative
costs to design equitable project data collection, evaluation, and analysis systems and
structures that target underserved communities and create opportunities for those who
have been systematically excluded in the past.

e Support program evaluation and evidence-based resourcing, such as: data analysis
resources to gather, assess, and share equity data; develop shared equitable data
infrastructure; encourage community outreach and engagement activities for TTLS
governments.

State data centers (SDCs) are the official representatives for the Census State Data Center
Program.* The value added by SDC members includes enhancing Census data with other
information, such as economic statistics or population forecasts, which may be produced in-
house or come from sources other than the Bureau. Combining and interpreting Census data with
other key measures is a value SDC members provide to the public. Census data helps inform
funding and community programming and can be used to inform business strategy, support
advocacy efforts, and better understand neighbor characteristics and resources, including
equitable data such as race, age, and sex. The U.S. Commission on Civil Rights has found that
“data collection and reporting are essential to effective civil rights enforcement, and that a lack
of effective civil rights data collection is problematic.”s SDCs can support community,
researchers, advocates, and policymakers with access to disaggregate data and identify disparate
impacts of government programs and services for diverse population groups.

2 Ibid.
3 TIbid.

4 State Data Center Clearinghouse. 2022. Census Bureau, https://www.census.gov/about/partners/sdc/related-sites.html. Last

accessed September 28, 2022.
3> Are Rights a Reality? 2019. U.S. Commission on Civil Rights, https://www.usccr.gov/files/pubs/2019/11-21-Are-Rights-a-
Reality.pdf.
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2. Among examples of existing Federal collaborations with (a) Tribal, territorial, local, and
State governments or (b) local communities involving equitable data, what lessons or
best practices have been learned from such collaborations?

Lesson Learned: Adding lived experience narratives in equitable data collections is critical.

The Treasury’s Community Development Financial Institutions (CDFI) fund “plays an important
role in generating economic growth and opportunity in some of our nation's most distressed
communities.” To help support overall program investment and management activities, the
CDFI fund has been collecting equitable data from several sources, including the U.S. Census,
Federal Reserve Economic Data, Statistics of U.S. Businesses, the Consumer Financial
Protection Bureau, Esri, and the U.S. Department of Agriculture Economic Research Service.
The CDFI fund is using this equitable data to better understand the distribution of disability
concentrations, SNAP benefits, unemployment, household burden, subprime credit populations,
housing prices, food deserts, and housing availability for low-income communities.

To support the Treasury’s Learning Agenda’ goal to assess the impact of the CDFI investments
to alleviate poverty, an open question emerged around whether existing equitable data provided
sufficient causal insights into the factors driving persistent poverty. MITRE’s analysis found that
the diversity of communities is shaped by a variety of formative experiences and distinct
contemporary environments. This analysis hints at complexities beyond the underlying patterns
of poverty, which are not fully appreciable by purely statistical methodologies and existing
equitable data sources. MITRE found that additional information from the local communities
that were the ultimate recipients of these funds clarified the analysis. See Error! Reference
source not found. in the appendix for a categorization of additional equitable data elements
derived from qualitative interviews.

Lesson Learned. Predictive models incorporating community voices enable proactive
interventions to address equity issues before they emerge or are exacerbated.

MITRE further analyzed this issue for CDFI and created a four-step model for deriving insights
from an inductive “bottom-up” approach (see Error! Reference source not found. in the
appendix). This includes designing participatory and qualitative research methods to include the
voices of people with low income and the realities (barriers) of their lives into CDFI research, as
well as developing data dashboards to explore poverty patterns and anticipating and proactively
supporting downward trending communities before they become PPCs. A similar, but more
generic, model could be developed for broader equitable data collections.

Lesson Learned: Usable and accessible visualizations/dashboards enable more, and more
diverse, stakeholders to engage with data.

Uploading equitable data into accessible, interactive, web-based dashboards can help bring both
the federal and local communities together under a common umbrella. This helps:

¢ What Does the CDFI Fund Do? 2022. Department of Treasury, https://www.cdfifund.gov/. Last accessed September 23, 2022.

7 FY 2022-2026 Department of the Treasury Learning Agenda. 2021. Department of the Treasury,
https://home.treasury.gov/system/files/266/Treasury-FY2022-2026-LearningAgenda.pdf.
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o Federal agencies and other stakeholders better understand the unique milieu of barriers
within each community and use that knowledge to design integrated solutions

e Local communities find other communities like their own and identify what lessons they
may be able to learn from one another that can lead to better outcomes

See Error! Reference source not found. in the appendix for an example of a MITRE-developed
equitable data web dashboard.

Lesson Learned: Sharing promising practices and standards for equitable data sharing among
practitioners and users bolsters the impact of equity-improving efforts.

MITRE’s qualitative analysis uncovered additional data elements that mapped into the equitable
data framework (see Error! Reference source not found.). TTLS governments—having learned
and applied strategies in connection with their federal funding allocations—can apply these data
elements to address equity throughout all their operations. Further, TTLS entities can share
standards on successful equity strategies and best practices to include items such as:

e Data infrastructure

e Equity assessments

e Equity evaluation methods and tools

e Goal setting

o Identifying high-need populations

¢ Engaging underserved communities so people can have a voice in their own future

e Collecting performance data to track progress toward advancing equitable outcomes

3. What resources, programs, training, or other tools can facilitate increased data sharing
between different levels of government (Tribal, territorial, local, State, or Federal) related
to equitable data?

MITRE suggests that three resources can facilitate increased data sharing among different levels
of government, historically underrepresented scholars and research institutions, community-
based organizations, and the public: (1) MITRE’s deliberately inclusive and stakeholder-driven
set of tools and approaches supporting data-sharing partnerships in the Public-Private
Partnerships Accelerator Toolkit (P3TK); (2) the MITRE Social Justice Platform’s Fairness,
Agency, Inclusion, and Representation (FAIR) Framework for designing research on equity data
focused on the lived experiences of individuals within communities; (3) outreach, training, and
program-driven adoption by TTLS of equity data and data standards embodied in federal
workplace surveys.

P3TK. Because the data that can best address a given topic (e.g., how well government programs
and policies serve different populations) often comes from multiple sources, MITRE sees
analogies to considerations within data-sharing partnerships. Based on its experiences shaping
and supporting data-sharing partnerships, MITRE created P3TK for general use in accelerating
successful collaboration among the affected/interested parties and has applied P3TK in
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supporting a variety of partnerships. One example is the Identity Theft Task Refund Fraud
(IDTTRF) Information Sharing and Analysis Center (ISAC). The ISAC involves collaboration
among federal and state agencies, tax return preparation companies, and others to proactively
mitigate issues with multi-sourced data, which disproportionately affects taxpayers with lower
income. Through secure data sharing, the social harm of IDTTRF is ameliorated—the IRS
Commissioner has noted that “thousands of taxpayers were protected from victimization as a
result of the efforts of the ISAC Partnership.” The P3TK resource advocates for collaboration
predicated on principles of trust-building, transparency, representation, and partner-driven design
and operation including shared decision making. P3TK also offers practical guidance to address
interagency and cross-sector collaboration; governance and protocol for collaboration; ethics,
principles, agreements, and legal compliance; and other topics relevant to the affected entities
(partners) actively co-designing and cooperating on their data-sharing initiative.

FAIR. While innovation and collaboration can unlock the benefit of data sharing, including
community voices is crucial for improving data integrity and producing equitable, sustainable
solutions (see the lesson learned in Question 2, above). When local communities share their lived
experiences—knowledge, beliefs, patterns, and expectations encapsulated within daily living and
cultural norms that go beyond pure quantitative statistical data—that drives better understanding
of the causal factors and outcomes that should be the focus of the data-centric research and/or
collaboration to improve government program design. To that end, MITRE’s FAIR Framework
designs equity into data sharing and analysis collaboratives through community voices and
systems thinking. Since data sharing doesn’t happen simply because one wants it to, the FAIR
Framework provides a new way to encourage data sharing so that it is driven by stakeholders’
perspectives of the problems/solutions. Without FAIR, data sharing may have limited
participation/adoption and resulting models may be theoretically accurate but realistically
ineffective or inequitable.’

The FAIR Framework is a systematic methodology that enables qualitative and quantitative
research on structural factors—such as poverty, health, education, and employment—that may
drive inequality. FAIR integrates community voices to identify and explore the architecture of
disparities and the design of equity. This helps clarify the structural elements that lead to a
community’s experience of inequity or adverse outcomes such as persistent poverty or health
disparities. FAIR captures factors impacting people’s daily lives and identifies data and models
that would have otherwise remained unanticipated and hidden to those outside of the impacted
community. This approach also allows researchers to uncover unconscious biases and
assumptions.

By using resources and tools like P3TK and FAIR, data sharing—across levels of government,
among historically underrepresented researchers, and with community-based organizations—is
foundationally accelerated and enhanced. These methods help stakeholders tangibly experience
seeing themselves in, actively contributing to, and deriving benefit from the data-sharing work.
This kind of practical, stakeholder-driven approach to data sharing results in substantially
increased buy-in, higher levels of participation (more, and more diverse, entities actively

8 Security Summit. 2021. Internal Revenue Service, https:/www.irs.gov/newsroom/security-summit. Last accessed September
28,2022.

® FAIR Framework: Designing Equity through Community Voices and Systems Thinking. 2022. MITRE,
https://sjp.mitre.org/insights/60f1e225b1d934001a56df51. Last accessed September 28, 2022.
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contributing to the work), and more impactful and equitable outcomes (due to the power of more
data from so many perspectives, inclusion of community voices, and strengthened collaboration).

Federal survey standards. The federal government should support TTLS government adoption
of federal surveys, such as the Federal Employee Viewpoint Survey'® that measures diversity,
equity, inclusion and accessibility (DEIA) and the Government Pulse Survey,'! through
investment in awareness and usage training and programs that connect adoption to grant
performance and budgets. These surveys collect information on historically underrepresented
groups providing further segmentation and targeting decision making and investments in more
equitable ways. Increased adoption of these established questionnaires will lead to a greater set
of survey results data available for federal and TTLS government, historically underrepresented
scholars and research institutions, and community organizations to use. Adoption of federal
survey standards will also promote clear and consistent indicators of inclusion and equity at state
and local levels and related benchmarking, informing investments and interventions. Further,
adopting consistent measurement approaches promotes transparency and increases trust in
government practices and services.

4. What resources, programs, training, or other tools can expand opportunities for
historically underrepresented scholars and research institutions to access and use
equitable data across levels of government?

The examples provided for Question 3 also apply for this community. MITRE also recommends
the federal government expand historically underrepresented scholars’ and research institutions’
access to/adoption of three data resources—Census Bureau, EEOC, and Department of Labor
data—through targeted training and outreach programs. As shown by loci of researchers
proximal to national laboratories, when agencies deliberately partner with entities (e.g.,
providing access to data, knowledge about that data, analytic and subject matter expertise,
funding scholarships and grants) to foster the entity’s expertise in an area, that local investment
in talent and capabilities pays dividends for decades to come through workforce development,
knowledge sharing (e.g., publications), innovation, and economic growth.

An issue for historically underrepresented scholars beyond access is limited knowledge and
experience with equitable research practices and sources, including training on SDC data and
methodologies and practices to support equity assessment for policymaking and program
implementation. Educational programs that build knowledge and skills in evaluation and data
analysis of TTLS data sources would be beneficial.

5. What resources, programs, training, or tools can increase opportunities for
community-based organizations to use equitable data to hold government accountable
to the American public?

19 Governmentwide Management Reports. 2022. Office of Personnel Management,
https://www.opm.gov/fevs/reports/governmentwide-reports/. Last accessed September 28, 2022.

' Government-Wide Pulse Survey Pilot. 2022. General Services Administration, https:/d2d.gsa.gov/report/government-wide-
pulse-survey-pilot. Last accessed September 28, 2022.
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The examples provided for Question 3 also apply to community-based organizations.

6. What resources, programs, training, or tools can make equitable data more accessible

and useable for members of the public?

The CDFI example in response to Question 2 and the examples provided for Question 3 also
apply here. In addition, MITRE recommends that National Science Foundation invest in cloud
environments that could be shared among the stakeholder segments (e.g., historically
underrepresented researchers, the public) noted in this RFI to boost access to equitable data, and
as suggested for artificial intelligence in the Open Knowledge Network Roadmap.'?

12 Open Knowledge Network Roadmap: Powering the Next Data Revolution. 2022. National Science Foundation, https:/nsf-gov-
resources.nsf.gov/2022-09/0KN%20Roadmap%20-%20Report_v03.pdf.
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Appendix — lllustrations

Community: Social Capital / Social Resources; Network / Relationships (parents
sibings, family, friends, society/other people, sense of community, connection to
people who can link them to IR or ER, eic; connectednessthat can lead to
opportunity), culture; norms that behavior, status, access 10 opportunites, elc;
tradtional trade relationships; traditional knowledge & wisdom transfer. healing &
resence; support systems (win family; wiin community; ally-ships); leadership &
influencers; social innovators & social innovation; inter-generational synergies

(communities across time)

Physical heaith & well-being;
Quantity & quality of life: kfe
expectancy, chronk disease, recovery
from/ afer lliness (e.g. cancer
addiction), quantity and quality of life,
safety & security; historical & present-
day trauma

External Resources: ncome, employment access
to credit; housing/shelter; health insurance;
infrastructure: internet access & adoption:
transportation, food systems, etc: determinants of
accessto and wtilization of resources (e.g. poiicies,
norms, physical barmiers), freedom(e.g. from
incarceration)

Internal Health & Well-being: Self-Actuaization /
Validation / Meaning to Life (happiness, making a
differencein the world, reason for existence,
sense of meaning and validation in relation to
cthers, sense of meaning and vakdation in
relation to self, feeling of relevance), capacity to
dream and visualize future, agency, identity,
empowerment; lack of stigma; capacity for healing
& resiience

Internal Resources: Education
skills, talents. artisanship. decision
making abilities, etc ; determinants of
access to and development of internal
rescurces (e .g poicies norms,
traditional lifeways). inncvativeness

Figure 1. Equitable data types derived from community interviews. Reproduced from “Voices of
the Nation’s Poor — A Proposed Methodology to Improve Outcomes for Persistent Poverty

Counties,” MITRE Technical Report MTR210506, September 2021.

2

4

1

Seek Community Feedback

Questions: What does
poverty mean to the poor?
What resources are the poor
missing that shapes their
lived experience of poverty?

Output: Model showing
resources the “poor” need to
access opportunity

Identify Poverty Barriers

Question: What barriers
restrict a community’s access
to the resources it needs to
access opportunity?

Output: Policies and other
factors that form a system of
barriers to opportunities for
communities

7
Develop Data Dashboard

Question: How can we design
better interventions using
community lived experiences
of poverty and barriers to
opportunity?

Output: Web-based
interactive data-portal to
inform design of localized and
integrated interventions

Anticipate Future PPCs

Question: How can we
identify counties at-risk of
becoming PPCs so we can
intervene early?

Output: List of counties at
risk of being classified as PPCs
over the next decade

Figure 2. Four ways to expand and enrich community-centered equitable data research.
Reproduced from “Voices of the Nation’s Poor — A Proposed Methodology to Improve Outcomes
for Persistent Poverty Counties,” MITRE Technical Report MTR210506, September 2021.




MITRE'’s Response to the OSTP RFI on Equitable Data Engagement and Accountability

M ITRE Voices of the Nation's Poor
Bridging Gaps & Creating Opportunities in Persistent Poverty Counties

Map Background Getting Started Community Engagement Data About Voices of the Nation's Poor
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Figure 3. MITRE “Voices of the Nation’s Poor” web-based equitable data dashboard. Reproduced
from “Voices of the Nation’s Poor — A Proposed Methodology to Improve Outcomes for Persistent
Poverty Counties,” MITRE Technical Report MTR210506, September 2021.
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Denice Ross

NSTC Subcommittee on Equitable Data
Office of Science and Technology Policy
Eisenhower Executive Office Building

Washington, DC 20504

RE: Engagement and Accountability RFI
To Whom It May Concern:

We write to offer public comment on the request for information published on August 30, 2022 (2022-
19007). We are employed by the Urban Institute—a nonprofit research and policy organization based in
Washington, DC—but we are presenting our own views and the views shared in this response do not reflect
the Urban Institute, its trustees, or its funders.

The federal government has entered a promising period of advancing a whole-of-government equity agenda
that prioritizes equitable data as a guiding force of this effort. Urban Institute researchers have produced a
substantial body of work to change the norms and practices of data use to advance equity.

This submission contains responses to each of the seven questions in the request for information. For

questions or to request a follow-up dialogue or discussion based on this response, please contact Jonathan
Schwabish, Senior Fellow, a nd Amy Elsbree, Associate Vice President for
Communications, a

1. What are examples of successful collaborations between the Federal government and (a) Tribal,
territorial, local, and State governments or (b) local communities involving equitable data?

= Coordinated by the Urban Institute, the National Neighborhood Indicators Partnership (NNIP)
is a learning network of independent partner organizations in more than 30 cities that strives to
ensure all communities have access to data and the skills to use information to advance equity
and well-being across neighborhoods. The network documented several cases of our local
members collaborating with grantees implementing federal place-based initiatives during the
Obama era, including Choice Neighborhoods (St. Louis), Promise Neighborhoods (San Antonio
and Washington DC), and Sustainable Communities (Kansas City). NNIP partners provide
assistance in data collection, interpretation, and dissemination that help the planning, program
management, and reporting in these and other cities. There are many other examples (e.g., the
Department of Justice Byrne Grant), and several partners (e.g., Indianapolis, Hartford, and
Philadelphia) continue to support Promise Neighborhoods.

= Werecommend looking at the lessons learned on using data for equitable outcomes from both
the Promise Neighborhood Initiative and the Sustainable Communities Initiative. For one
reflection, see the essay “New Ways of Using Data in Federal Place-Based Initiatives:
Opportunities to Create a Results Framework and to Raise the Visibility of Equity Issues” by
Victor Rubin and Michael McAfee in the edited volume What Counts: Harnessing Data for
America’s Communities. The Urban Institute has provided technical assistance and produced

Washington DC 20024

urban.org



valuable guides and tools in supporting the Promise Neighborhoods grantees in using
data to improve outcomes for children and youth over the past several years.

= Asone example of a federal program that invests in both data access and capacity, the U.S.
Department of Health and Human Services Office of Minority Health made grants in two
communities to help people access and use data to reduce health disparities and inequities. One
grantee, Community Information Now (Cl:Now) in Bexar County, Texas (San Antonio), the local
NNIP partner, is integrating data on health outcomes with subcounty data on social
determinants of health such as income, education, and housing. The grant will support the
design of an online data portal that makes it easy for both beginner and advanced data users to
access the data. The grant also supports outreach, training, and technical assistance to help
people understand and use the data. Core partners in the grant include The Health
Collaborative, the C3HIE health information exchange, the San Antonio Metropolitan Health
District, and the City of San Antonio Information Technology Services Department.

2. Among examples of existing Federal collaborations with (a) Tribal, territorial, local, and State
governments or (b) local communities involving equitable data, what lessons or best practices
have been learned from such collaborations?

= Making a Difference with Data: NNIP and Federal Place-Based Initiatives summarizes the findings
from the National Neighborhood Indicators network. We found that the collaborations with
locally embedded institutions with data capacity were successful because they brought the
combination of mission alignment, technical skills, community engagement experience, and
local knowledge.

= Among the many recommendations in the Urban Institute’s recent Do No Harm Guide: Additional
Perspectives on Data Equity report is the research communities’ practice of taking from people
and communities without providing any benefits back to the communities. The various authors
of that report make several recommendations on how to engage in better and more
constructive ways with underrepresented groups and communities including building stronger
relationships between the research team and community; weaving consent into every step of
the research process; including community and representatives in data interpretation; and
learn the community’s history and humanize the data.

3. What policies, resources, programs, training, or other tools can facilitate increased data sharing
between different levels of government (Tribal, territorial, local, State, or Federal) around
equitable data?

= HHS/OPRE has contracted with Urban to create a series of “equity consultations” with their
research and evaluation staff. One team participating in the workshop series is their Division of
Data Improvement. This series can serve as a tool to ensure that everyone involved with data
throughout the data life cycle is trained in centering equity in their goals, processes, and
systems. A portion of this work focuses on considerations around data sharing.

= The National Center for Education Statistics, Bureau of Labor Statistics, the World Bank, and
other groups have convened advisory groups consisting of people across multiple sectors to
provide specific guidance and advice on different aspects of their work. Such external advisory
boards can serve to provide additional equity-focused perspectives on data sharing, data
analysis, data communication, and more.

= The Statistics of Income (SOI) Division of the Internal Revenue Service collects and curates a
trove of tax data, which could offer enormous value for assessing equity impacts. SOI limits
access to the raw data while publishing a public-use file for broader use, which is becoming
increasingly difficult to protect. Urban researchers and data scientists are partnering with SOI
to produce synthetic data that represent the statistical properties of the administrative data
while protecting taxpayer privacy. Urban researchers have also built a prototype validation
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server that would allow researchers to perform statistical analyses on the unaltered
administrative data, using programs they develop and test using the synthetic data, without
ever revealing confidential information.

More generally, researchers and analysts need to make a greater commitment to honor and
respect data provided by underserved and underrepresented people and communities. There
are countless stories of researchers being invited into people’s homes and communities, relying
on them to provide data and insights, and violating that trust. Researchers, who stand to benefit
from the work, too often employ paternalistic practices that erase identities and perpetuate
harmful stereotypes. See the Urban Institute’s recent Do No Harm Guide: Additional
Perspectives on Data Equity, for more examples, details, and recommendations.

4. What policies, resources, programs, training, or other tools can expand opportunities for
historically underrepresented scholars and research institutions to access and use equitable data
across levels of government?

A lack of engagement with community members and people represented in state and local data
systems has resulted in a lack of trust and rightful opposition to data efforts that are not
transparent and inclusive. With a focus on building trust with communities for data use, the
public and social sectors can apply data to make programs and policies more ethical, effective,
and sustainable. The Envisioning a New Future: Building Trust for Data Use framework outlines
four broad ways to build trust: enact and refine laws and regulations related to data; apply
technical solutions to expand and control data access; increase community data capacity; and
establish and enhance governance for data and data systems.

NNIP has developed eight goals for the network to improve the use of data in advancing racial
equity. Our network has been collecting examples of how to operationalize them and
supporting the community of practice in improving how we provide community data services.
We have found it productive to collect in one place the various aspects of both process and
outcome and of both internal organizational culture and external relationships to see the
intersections and different paths to more equitable data practice.

Trainings and technical assistance for community-based organizations and individuals to
engage with data. Urban’s Community-Engaged Methods Resource Center is designing a
training based on existing components and materials Urban staff created for various
participatory research projects at the federal, state, and local levels. Across a series of yet-
unreleased projects, Urban researchers are exploring the barriers different community
organizations that serve communities of color face when applying for federal grants including
lack of representative data, burdensome reporting and budgeting requirements, and
institutional challenges of being smaller organizations.

The 2022 National Academies report, Measuring Sex, Gender Identity, and Sexual Orientation,
details specific, actionable recommendations for ways to collect data on gender and sexuality in
more actionable and useful ways.

5. What policies, resources, programs, training, or tools can increase opportunities for community-
based organizations to use equitable data to hold government accountable to the American
public?

URBAN

The Urban Institute’s Elevate Data for Equity webpage curates lists of resources on building
community data capacity, as well as equitable data practice. It also features two briefs designed
to support researchers and communities working towards more equitable data practice.

i. Local philanthropy has an important role in facilitating community capacity to use data on
their own behalf, including holding their governments accountable. The first brief, [nvesting
in Data Capacity for Community Change, makes the case for why local foundations should
invest in community data capacity, as well as different paths for how they can invest.
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ii. The second brief, Principles for Advancing Equitable Data Practice, introduces the Belmont
Report’s principles and provides related practices and resources to help data experts at all
levels integrate the principles into their work and move toward more equitable data
practice.

In Urban’s August 2022 report, Lessons from Local Leaders: How Federal Agencies Can Help Ensure
Data-Driven and Equity-Centric Infrastructure Investment, we heard that easing subcontractor
flow-down provisions would make it easier for community-based organizations to partner with
local agencies for grant applications and have an official seat at the table.

Federal agencies should provide more detailed guidance in grant language about how
community-based organizations can become involved from the outset in a project
proposal, including who is eligible to receive funding and who is eligible to be listed as a
partner on a grant application, what partnership structures could look like, what types
of activities community-based organizations could lead, and how to start conversations
with local agencies to propose collaborations.

6. What policies, resources, programs, training, or tools can make equitable data more accessible
and useable for members of the public?

URBAN

Urban’s September 2022 report, Advancing Racial Equity through Federally Funded Public Transit,
Bicycle, and Pedestrian Projects, is a guide for local actors applying to federal funding in the
transportation space (a webinar featuring the guide’s lead author can be viewed here). We
expect that resource to help fill an important gap in this space. Specifically, the guide will

i. provide six categories of data sources and tools to help applicants make evidence-informed
project selection decisions and answer key questions related to racial equity; and

ii. demonstrate how these indicators can address key priorities in bike, pedestrian, and public
transit funding opportunities, using application criteria from competitive grants funded
under the Bipartisan Infrastructure Law. The guide focuses on these modes of
transportation due to inequities in who benefits and suffers from traditional car-centric
investment.

The Spatial Equity Data Tool enables nontechnical audiences to easily assess the racial,
economic, and geographic disparities present in user-uploaded data to identify if resources are
equitably distributed and the datasets used in decisionmaking are representative. In seconds,
the tool performs analyses that would have previously been prohibitively expensive, such as
comparing representativeness over time, across policy domains, and even across jurisdictions.
The tool is a valuable resource for government officials tasked with allocating resources,
advocacy organizations measuring progress toward equity goals, and members of the public
seeking to advance more equitable distribution of resources in their communities. Since its
launch in October 2020, the tool has been widely used by policymakers at all levels of
government as well as by members of the public to examine the placement of traffic cameras,
the distribution of child care centers, and the locations of new construction, among many other
uses.

The Urban Institute’s Do No Harm Guide series (two reports are currently available with
additional materials forthcoming in the coming months) provides a number of lessons on how to
collect, analyze, share, and communicate data more equitably and inclusively. The first Do No
Harm Guide focuses on several specific, practical ways people working with data can be more
equitable in their work including be cognizant of the language that is used to describe people
and communities; consider how demographic data are collected in surveys in terms of order
and answer options; take an equitable approach to ordering results; and take an equitable
perspective when using colors and icons in data visualizations.

As outlined by the RFI, one key characteristic of equitable data is that it is disaggregated by
demographic information, geographic information, or other variables that enable insights on
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disparities in access to, and outcomes from, government programs, policies, and services. One
key impediment to accessing equitable data is the lack of sufficiently disaggregated data—
particularly a lack of data disaggregated by race and ethnicity. For example, such information is
missing in credit bureau data, which has inhibited efforts to examine how credit scores affect
racial homeownership gaps and to challenge the use of credit screens in hiring. Imputation is a
powerful tool for expanding access to equitable data by appending racial and ethnic identifiers
onto datasets lacking that information. Although failing to disaggregate data by race and
ethnicity can pose considerable harm to Black people, Indigenous people, and other people of
color, efforts to fill data gaps using imputation can risk the same or even greater harm,
particularly if done without a proactive focus on equity. Urban has produced resources
outlining standards and recommendations for the field on how to ethically and empathetically
use imputation to disaggregate data for racial equity as well as a case study providing
actionable guidance for analysts and data users.

In other cases, sufficiently disaggregated data may exist but are not made publicly available to
protect the privacy of individuals in the data. For example, in our research on equitable use of
data and technology in cities, we learned that many cities default to keeping their
administrative assets private as they don’t have the in-house capacity to use data privacy tools
like synthetic data to release disaggregated data that preserves resident privacy. Urban is
partnering with Allegheny County on a pilot to apply Urban’s expertise in safe data
technologies to help them release disaggregated human service utilization data. We are also
developing resources and trainings to help other localities use these data privacy methods to
responsibly expand the amount of equitable data they make available to the public.

Data, data visualizations, and government content should be made accessible to everyone.
Content creators need to be mindful of the needs of people with vision, physical, intellectual,
and other disabilities. It is a fundamental human right to have equal access to information and,
to date, data and data-related content more often than not fails to provide content equitably.
To date, the federal 508 compliance guidelines are implemented differently and inconsistently
across government agencies.

By some estimates, there are between 350 and 450 languages spoken across the United States.
Data and data-related content provided in only two languages (e.g., English and Spanish)
therefore excludes a large swath of Americans. Further, when it comes to collecting data
around gender and sexuality, direct translation to other languages is not straightforward—for
example, see the National Academies of Sciences report, Measuring Sex, Gender Identity, and
Sexual Orientation. Additional research and guidance on these issues is necessary to be more
equitable and inclusive to a broader audience.

7. Inwhich agencies, programs, regions, or communities are there unmet needs, broken processes,
or problems around participation and accountability that could be remedied through stronger
collaborations and transparency around equitable data?

URBAN

Urban’s report, Lessons from Local Leaders: How Federal Agencies Can Help Ensure Data-Driven and
Equity-Centric Infrastructure Investment described three ways in which these goals could be met:

i.  Community engagement on Infrastructure Investment and Jobs Act grants in the
transportation and brownfields spaces (i.e., grants administered by DOT and EPA) was
often treated as perfunctory. Community meetings were not always inclusive or
representative, and community feedback and priorities were typically not incorporated
throughout the life cycle of a project.

ii. Many local actors we spoke with reported a lack of federal guidance on methodologies that
attempt to quantify the racial equity and environmental justice impacts of their projects.
They feared backlash from taking creative approaches with equitable data on their
applications. Other Urban research, including a recent comprehensive review of The
Rockefeller Foundation’s 100 Resilient Cities program, highlights the variety of challenges
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local city planners and managers face to make their areas resilient in the face of “chronic
stresses and acute shocks.”

iii. Many applicants did not have the time and capacity to access and analyze equitable data to
build application narratives and called for increased federal investment in local data
infrastructure, grant writing support, and technical assistance.

= Perhaps now more than ever, there is a greater need to fill wholesale data gaps within and
between government agencies, especially as they relate to underrepresented groups and
communities. There is a lack of centralized data systems to collect and analyze data for certain
groups, especially Tribal nations. Uniform processes do not yet clearly exist to help agencies or
other groups equitably collect and classify people along various demographic characteristics
and their intersections, including race, ethnicity, gender, and sexuality. Urban’s recent report,
Do No Harm Guide: Additional Perspectives on Data Equity, highlights the experiences of these and
other underrepresented groups in the data and data communication spaces.

We thank our colleagues Elsa Falkenburger, Alena Stern, John Sankofa, and Rita Ko for their thoughtful
review and contributions.

Thank you for your consideration.
Sincerely,

Jon Schwabish
Senior Fellow

Rekha Balu
Co-Vice President, Office of Race & Equity Research

Judah Axelrod
Data Scientist

Kathryn L.S. Pettit
Principal Research Associate
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Attn: NSTC Subcommittee on Equitable Data
Office of Science and Technology Policy

Eisenhower Executive Office Building
Washington, DC 20504

Re: 87 FR 54269, OSTP Docket No. 2022-19007, Boston University Center for
Antiracist Research Response to Request for Information; Equitable Data
Engagement and Accountability

Dear Members of the NSTC Subcommittee on Equitable Data:

The Boston University Center for Antiracist Research (“the Center”) is a
nonpartisan, nonprofit, university-based research center that seeks to devise
novel and practical ways to understand, explain, and solve seemingly intractable
problems of racial inequity and injustice. We foster exhaustive research, policy
innovation, data-driven educational and advocacy campaigns, and narrative-
change initiatives to build an antiracist society that ensures equity and justice
for all.

The collection and publication of equitable data is a critical aspect of
understanding and dismantling racism." The Request For Information describes
equitable data as “data that allow for rigorous assessment of the extent to
which government programs and policies yield consistently fair, just, and
impartial treatment of all individuals, including those who have been historically
underserved, marginalized, and adversely affected by persistent poverty and
inequality.” This includes racial and ethnic demographic data. When
governmental agencies and jurisdictions do not comprehensively collect racial
and ethnic data or share that data with one another and the public, it is
impossible to accurately track and disrupt manifestations of racism.

Data equity thus requires three things: (1) comprehensive racial and ethnic data

' "Executive Order On Advancing Racial Equity and Support for Underserved Communities Through the
Federal Government,” White House Briefing Room (Jan. 20, 2021), www.whitehouse.gov/briefing-
room/presidential-actions/2021/01/20/executive-order-advancing-racial-equity-and-support-for-
underserved-communities-through-the-federal-government/.




collection, (2) standardization of data collection methods across jurisdictions
and levels of government, and (3) public access to that data. The collection of
racial and ethnic data helps illustrate where inequities exist; the standardization
of data collection allows for comparisons across jurisdictions and levels of
government; and the publication of data allows for assessments of the
effectiveness—or ineffectiveness—of government programs and policies at
mitigating racism.

This comment responds to the Request for Information’s questions regarding
the improvement of data sharing between levels of government, and public
accessibility of equitable data.? We offer the following recommendations with
the aim of improving the quality and accessibility of racial and ethnic
demographic data, so that researchers, advocates, policymakers, and the public
can better assess whether government programs and policies promote racial
equity or inequity. These recommendations are informed by our prior
publications and ongoing research regarding the collection and reporting of
data that reveal racial and ethnic inequities.>

An Initiative to Support and Encourage the Centralized Management of
Equitable Data within Levels of Government in order to Facilitate Data Sharing
Across Levels of Government (responding to question #3)

There are four factors that currently inhibit the collection and sharing of
equitable data: 1) an undefined data strategy at each level of government;* 2)
the absence of a point person responsible for coordinating data sharing across
levels of government;®> 3) non-standard operating procedures around data
collection and reporting that make it difficult or impossible to compare data

2 Office of Science and Technology Policy, “Request for Information; Equitable Data Engagement and
Accountability,” Federal Register (Sept. 2, 2022), www.federalregister.gov/documents/2022/09/02/2022-
19007/request-for-information-equitable-data-engagement-and-accountability.

3 Neda A. Khoshkhoo et a/, “Toward Evidence-Based, Antiracist Policymaking: Problems and Proposals
For Better Racial Data Collection and Reporting,” Boston University Center for Antiracist Research (June
2022), www.bu.edu/antiracism-center/files/2022/06/Toward-Evidence-Based-Antiracist-
Policymaking.pdf.

4 Russell T. Vought, “Federal Data Strategy — A Framework for Consistency,” Office of Management and
Budget (June 4, 2019), www.whitehouse.gov/wp-content/uploads/2019/06/M-19-18.pdf. Provided a
mission statement, principles, and practices to provide a government-wide vision for how agencies
should manage and use data only at the federal level of government.

> Andrew Westrope, “Chief Data Officers in Place in Over Half of U.S. States,” Governing (Jan. 14, 2020),
https://www.governing.com/now/cdos-are-growing-now-more-than-half-of-us-states-have-
them.html#:~:text=Evolution%200f%20the%20State%20CDO&text=0f%20the%2022%20states%20that,
Oklahoma%2C%20West%20Virginia%20and%20Wisconsin; Domeyer et a/, "Government data
management for the digital age,” McKinsey & Company (Sept. 20, 2021),
www.mckinsey.com/industries/public-and-social-sector/our-insights/government-data-management-

for-the-digital-age.




across jurisdictions;® and 4) public officials that have not been trained or
prepared to maintain data quality and governance.’

As discussed further below, the Office of Science and Technology Policy
("OSTP") could address several of these deficiencies by (1) encouraging the
establishment of Chief Data Officers ("CDQO") within levels of government; and
(2) creating an Intergovernmental Council of Chief Data Officers to facilitate
communication across levels of government.

Encourage the Establishment of Chief Data Officers

One way for the federal government to facilitate the collection, standardization
and publication of racial and ethnic data is to encourage the establishment of
Chief Data Officers within levels of government.

First, CDOs would be responsible for developing a data strategy that sets forth
a vision and plan for how to use data to improve government performance and
integrate equitable data into the administration of government programs and
policy. A comprehensive data strategy would include collection, reporting,
storage, analysis, acquisition, and sharing activities. This strategy would also
include a plan for reporting data across levels of government.

Second, CDOs would be responsible for coordinating the execution of their
data equity strategies across agencies at their level of government and with
other levels of government. They would also be responsible for serving as the
central point of contact for executive officials administering programs in
furtherance of the data strategy. When executives of different levels of
government collaborate on policy decisions or government programs, their
respective CDOs would equip them to proceed in a manner that is informed by
equitable data.

Third, CDOs would be responsible for implementing uniform data collection
and reporting standards — including for racial and ethnic data collection. The
current lack of such uniform standards inhibits sharing and comparing data
across levels of government. With respect to racial and ethnic data, variations
in data collection methods inhibit comparisons that facilitate observation and
tracking of manifestations of racism. CDOs would also be responsible for

6 Khoshkhoo supra, note 3.

7 Brian Eastwood, “Chief data officers don't stay in their roles long. Here's why,” MIT Sloan School of
Management (Sept. 1, 2022), https://mitsloan.mit.edu/ideas-made-to-matter/chief-data-officers-dont-
stay-their-roles-long-heres-why.




managing existing data repositories — many of which are incomplete, contain
errors, and are incompatible with each other.® Uniform standards facilitate more
effective sharing of equitable data between levels of governments.

Finally, CDOs would be responsible for overseeing training and upskilling
programs in equitable data collection. A CDO would be the focal point of
accountability for maintaining data quality and governance within their
jurisdiction. This includes establishing and enforcing standard operating
procedures and addressing regulatory and legal compliance matters.

Currently, the status of CDOs in the United States is inconsistent across states
and localities. While most states (39) have adopted CDOs,° recent reports
indicate only 4 counties'® and 12 cities'" have CDOs.

The OSTP can support data sharing between levels of government by
supporting the establishment of CDOs in jurisdictions where they do not yet
exist.”> These CDOs would improve data collection and management within
their designated levels of government by establishing standard procedures,
and would improve data sharing across levels of government by establishing
channels of communication with one another.

It is essential that CDOs have expertise in collecting and analyzing of racial and
ethnic data. Notably, recent studies of private sector CDOs have found that as
many as 80% identify as white males, and there is a prevailing homogeneity in
their professional backgrounds — namely over 20 years of experience in the
technology industry.’®> We recommend the OSTP encourage different levels of
government to 1) prioritize expertise in the collection and analysis of racial and

8 Ruth T. Perot and Mara Youdelman, “Racial, Ethnic, and Primary Language Data Collection in the
Health Care System: An Assessment of Federal Policies and Practices,” 21, The Commonwealth Fund
(Sept. 1, 2001),

www.commonwealthfund.org/sites/default/files/documents/ media files publications fund report 20
01 sep racial ethnic and primary language data collection in the health care system an assessme
nt of fed perot racialethnic 492 pdf.pdf.

% Colin Wood, “The state chief data officer is here to stay,” Statescoop (Mar. 27, 2022),
www.statescoop.com/state-chief-data-officer-2022/.

10 “Chief Data Officers: Which State and Local Governments Have a CDO?" Government Technology (July
6, 2018), www.govtech.com/people/chief-data-officers-which-state-and-local-governments-have-a-
cdo.html.

" Data-Smart City Solutions, “Who Are America's City Chief Data Officers?” Bloomberg Center for Cities
at Harvard University (Dec. 7, 2020), https://datasmart.ash.harvard.edu/news/article/data-leadership-at-
the-executive-level-761.

12 Strategy& “In the age of data, why are there so few Chief Data Officers?” Pw(C (2021),
www.strategyand.pwc.com/de/en/functions/digital-cloud-data-strategy/cdo-2021/strategyand-cdo-

study-2021.pdf.
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ethnic data and 2) take steps to examine inequity in the hiring of those
responsible for equitable data.

Establish an Intergovernmental Council of Government Chief Data Officers

The federal government could further facilitate equitable data collection,
sharing, and publication by establishing a formal structure for communication
and collaboration among CDOs. This could take the form of an
Intergovernmental Council of CDOs that would be tasked with setting standard
procedures for racial and ethnic data collection. These standards would
facilitate comparisons across levels of government, improving the ability of
governments and the public to assess how government policies and programs
promote or inhibit racial equity.™

Examples of the kinds of standards an Intergovernmental Council of CDOs
might set include: determining clear, executable standards for collecting
equitable data, including racial and ethnic data; setting data storage files in
formats that can be easily processed by researchers; and providing a central
location with reproducible data examples.

Currently, there are professional conferences that bring together state and local
data officials,”™ as well as the Federal CDO Council,’® and the State CDOs
Network,"” which aim to standardize best practices within their respective levels
of government.

An Intergovernmental Council of CDOs would add the critical function of
facilitating standardization and reporting across levels of government, allowing
for comparative analyses regarding the racialized impact of particular policies
and programs. We also recommend that the Council include representatives of
community organizations with experience regarding racial and ethnic data
collection, who can inform CDOs about gaps and deficiencies.

Continuously Improved and Standardized Racial and Ethnic Categories Used in
Equitable Data Collection (responding to question #3)

4 Guangyu Zhang et a/, “Multiple Imputation of Missing Race and Ethnicity in CDC COVID-19 Case-
Level Surveillance Data” /nt. J. Stat Med. Res., 11:1-11 (Jan. 28, 2022),
https://stacks.cdc.gov/view/cdc/116004.

5 CDO Network USA, “Summary,” The Network Group (Accessed Oct. 3, 2023), https://thenetwork-
group.com/us-chief-data-officer-network/; “Chief data & analytics officers government 2023"
Coriniumm (Accessed Oct. 3, 2023), https://cdao-gov.coriniumintelligence.com/.

16 “About us” CDO Federal Council (Accessed Oct. 3, 2023), https://www.cdo.gov/about-us/.

17 “State Chief Data Officers Network" Georgetown University Beeck Center (Accessed Oct. 3, 2023),
https://beeckcenter.georgetown.edu/projects/state-cdo-network/.




Data equity requires improvement of the racial and ethnic categories used for
data collection, standardization of those categories across reporting entities,
and regularly updating the categories to reflect changing conceptions of race.

Racial and ethnic data collection can shed light on racial inequities, and thereby
shed light on the racist policies and practices causing those inequities, but only
if the categories used for data collection closely approximate racialized
experiences. The more these categories reflect racialized realities, the better we
can understand how racism manifests and how it can be mitigated. An example
of this is when distinct racialized groups are classified as white, when that is at
odds with how they are racialized in society and their experience as frequent
targets of racial subordination.

Currently, federal agencies and many local and state agencies use the racial and
ethnic categories promulgated by the OMB, which have not been updated since
1997.78 In many instances, these categories are broad, outdated, or inaccurate.™
As a result, large groups with disparate racialized experiences are lumped
together,?® and more people are identifying as “Other Race” in data collection
efforts.?’ This lumping together of groups with distinct experiences of racism,
coupled with the growing use of the “Other Race” category, can lead to data
confusion and obscure the true extent of inequities.

However, if states make individual choices about how to improve the racial
categories, the lack of standardization precludes comparisons across
jurisdictions. As our Center noted in a recent report on the matter, “[s]tate and
local sources of racial and ethnic data often vary in standards for how to report,
what to report, when to report it, and even whether to report it at all.”?> The
lack of uniform standards “"has meant that existing data repositories are
incomplete, contain errors, are usually incompatible with each other, and are

8 %2020 Census Informational Questionnaire, " U.S. Census Bureau (Accessed Oct. 3, 2023),
www?2.census.gov/programs-surveys/decennial/2020/technical-documentation/questionnaires-and-
instructions/questionnaires/2020-informational-questionnaire-english DI-Q1.pdf. “American Indian or
Alaska Native,” “Asian,” "Black or African American,” “Native Hawaiian or Other Pacific Islander,” and
"White,” and two ethnic categories “Hispanic” and “Not Hispanic.”

' Khoshkhoo supra, note 3, at 1, 49.

20 /d.

21 Hansi Lo Wang, "1 in 7 People Are ‘Some Other Race’ on the U.S. Census. That's a Big Data Problem,”
NPR (Sept. 30, 2021), www.npr.org/2021/09/30/1037352177/; Eric Jensen et al, "2020 Census llluminates
Racial and Ethnic Composition of the Country,” United States Census Bureau (Aug. 12, 2021),
www.census.gov/library/stories/2021/08/2020-united-states-population-more-racially-ethnically-
diverse-than-2010.html.

22 Khoshkhoo supra, note 3, at 2.




often internally inconsistent over time, jurisdictions, subjects, and levels of
analysis."?3

Accordingly, we recommend both improving the racial categories that are used
for data collection, and standardizing those categories across jurisdictions. We
recognize the complexities of this subject, and this Fall we are convening
scholars and advocates to examine ways the categories can be amended to
better approximate experiences of structural racism. Our policy
recommendations will be released in 2023.

Improving the racial and ethnic categories used for data collection is not a one-
time endeavor. Tracking racism requires updating the categories to reflect
changing conceptions of race — and, thus, changes in racialized experiences. A
continuously improved and standardized system would allow robust analysis
and comparisons across levels of government and over time. Federal leadership
is best suited to promulgate such standards.

Integrate Public Transparency and Accountability into Data Sharing Programs

Equitable data is that which "allow[s] for rigorous assessment” of government
programs.?* Accordingly, data sharing between levels of government only
furthers the goal of equity if data is also made accessible to the public.

We recommend publishing the standards that an intergovernmental council of
CDOs would produce. This would empower scholars, advocates, lawmakers,
research centers, and community-based organizations to access equitable data
and hold their governments accountable for failures and successes in
promoting equity.

Conclusion

The Center recommends facilitating data equity by improving racial and ethnic
data collection, standardization, and publication. The establishment of CDOs,
collaboration among those CDOs, and engagement with community advocates
can further these objectives, and allow for more rigorous assessments of the
racialized impact of government policies and programs.

2 /d, at 1, 49.
24 Khoshkhoo supra, note 3.
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Eisenhower Executive Office Building
Washington, DC 20504

Re: 87 FR 54269, OSTP Docket No. 2022-19007, Boston University Center for
Antiracist Research Response to Request for Information; Equitable Data
Engagement and Accountability

Dear Members of the NSTC Subcommittee on Equitable Data:

The Boston University Center for Antiracist Research (“the Center”) is a
nonpartisan, nonprofit, university-based research center that seeks to devise
novel and practical ways to understand, explain, and solve seemingly intractable
problems of racial inequity and injustice. We foster exhaustive research, policy
innovation, data-driven educational and advocacy campaigns, and narrative-
change initiatives to build an antiracist society that ensures equity and justice
for all.

The collection and publication of equitable data is a critical aspect of
understanding and dismantling racism." The Request For Information describes
equitable data as “data that allow for rigorous assessment of the extent to
which government programs and policies yield consistently fair, just, and
impartial treatment of all individuals, including those who have been historically
underserved, marginalized, and adversely affected by persistent poverty and
inequality.” This includes racial and ethnic demographic data. When
governmental agencies and jurisdictions do not comprehensively collect racial
and ethnic data or share that data with one another and the public, it is
impossible to accurately track and disrupt manifestations of racism.

Data equity thus requires three things: (1) comprehensive racial and ethnic data

' "Executive Order On Advancing Racial Equity and Support for Underserved Communities Through the
Federal Government,” White House Briefing Room (Jan. 20, 2021), www.whitehouse.gov/briefing-
room/presidential-actions/2021/01/20/executive-order-advancing-racial-equity-and-support-for-
underserved-communities-through-the-federal-government/.




collection, (2) standardization of data collection methods across jurisdictions
and levels of government, and (3) public access to that data. The collection of
racial and ethnic data helps illustrate where inequities exist; the standardization
of data collection allows for comparisons across jurisdictions and levels of
government; and the publication of data allows for assessments of the
effectiveness—or ineffectiveness—of government programs and policies at
mitigating racism.

This comment responds to the Request for Information’s questions regarding
the improvement of data sharing between levels of government, and public
accessibility of equitable data.? We offer the following recommendations with
the aim of improving the quality and accessibility of racial and ethnic
demographic data, so that researchers, advocates, policymakers, and the public
can better assess whether government programs and policies promote racial
equity or inequity. These recommendations are informed by our prior
publications and ongoing research regarding the collection and reporting of
data that reveal racial and ethnic inequities.>

An Initiative to Support and Encourage the Centralized Management of
Equitable Data within Levels of Government in order to Facilitate Data Sharing
Across Levels of Government (responding to question #3)

There are four factors that currently inhibit the collection and sharing of
equitable data: 1) an undefined data strategy at each level of government;* 2)
the absence of a point person responsible for coordinating data sharing across
levels of government;®> 3) non-standard operating procedures around data
collection and reporting that make it difficult or impossible to compare data

2 Office of Science and Technology Policy, “Request for Information; Equitable Data Engagement and
Accountability,” Federal Register (Sept. 2, 2022), www.federalregister.gov/documents/2022/09/02/2022-
19007/request-for-information-equitable-data-engagement-and-accountability.

3 Neda A. Khoshkhoo et a/, “Toward Evidence-Based, Antiracist Policymaking: Problems and Proposals
For Better Racial Data Collection and Reporting,” Boston University Center for Antiracist Research (June
2022), www.bu.edu/antiracism-center/files/2022/06/Toward-Evidence-Based-Antiracist-
Policymaking.pdf.

4 Russell T. Vought, “Federal Data Strategy — A Framework for Consistency,” Office of Management and
Budget (June 4, 2019), www.whitehouse.gov/wp-content/uploads/2019/06/M-19-18.pdf. Provided a
mission statement, principles, and practices to provide a government-wide vision for how agencies
should manage and use data only at the federal level of government.

> Andrew Westrope, “Chief Data Officers in Place in Over Half of U.S. States,” Governing (Jan. 14, 2020),
https://www.governing.com/now/cdos-are-growing-now-more-than-half-of-us-states-have-
them.html#:~:text=Evolution%200f%20the%20State%20CDO&text=0f%20the%2022%20states%20that,
Oklahoma%2C%20West%20Virginia%20and%20Wisconsin; Domeyer et a/, "Government data
management for the digital age,” McKinsey & Company (Sept. 20, 2021),
www.mckinsey.com/industries/public-and-social-sector/our-insights/government-data-management-

for-the-digital-age.




across jurisdictions;® and 4) public officials that have not been trained or
prepared to maintain data quality and governance.’

As discussed further below, the Office of Science and Technology Policy
("OSTP") could address several of these deficiencies by (1) encouraging the
establishment of Chief Data Officers ("CDQO") within levels of government; and
(2) creating an Intergovernmental Council of Chief Data Officers to facilitate
communication across levels of government.

6 Khoshkhoo supra, note 3.

7 Brian Eastwood, “Chief data officers don't stay in their roles long. Here's why,” M/IT Sloan School of
Management (Sept. 1, 2022), https://mitsloan.mit.edu/ideas-made-to-matter/chief-data-officers-dont-
stay-their-roles-long-heres-why.




Encourage the Establishment of Chief Data Officers

One way for the federal government to facilitate the collection, standardization
and publication of racial and ethnic data is to encourage the establishment of
Chief Data Officers within levels of government.

First, CDOs would be responsible for developing a data strategy that sets forth
a vision and plan for how to use data to improve government performance and
integrate equitable data into the administration of government programs and
policy. A comprehensive data strategy would include collection, reporting,
storage, analysis, acquisition, and sharing activities. This strategy would also
include a plan for reporting data across levels of government.

Second, CDOs would be responsible for coordinating the execution of their
data equity strategies across agencies at their level of government and with
other levels of government. They would also be responsible for serving as the
central point of contact for executive officials administering programs in
furtherance of the data strategy. When executives of different levels of
government collaborate on policy decisions or government programs, their
respective CDOs would equip them to proceed in a manner that is informed by
equitable data.

Third, CDOs would be responsible for implementing uniform data collection
and reporting standards — including for racial and ethnic data collection. The
current lack of such uniform standards inhibits sharing and comparing data
across levels of government. With respect to racial and ethnic data, variations
in data collection methods inhibit comparisons that facilitate observation and
tracking of manifestations of racism. CDOs would also be responsible for
managing existing data repositories — many of which are incomplete, contain
errors, and are incompatible with each other.® Uniform standards facilitate more
effective sharing of equitable data between levels of governments.

Finally, CDOs would be responsible for overseeing training and upskilling
programs in equitable data collection. A CDO would be the focal point of
accountability for maintaining data quality and governance within their

8 Ruth T. Perot and Mara Youdelman, "Racial, Ethnic, and Primary Language Data Collection in the
Health Care System: An Assessment of Federal Policies and Practices,” 21, The Commonwealth Fund
(Sept. 1, 2001),

www.commonwealthfund.org/sites/default/files/documents/ media files publications fund report 20
01 sep racial ethnic and primary language data collection in the health care system an assessme
nt_of fed perot racialethnic 492 pdf.pdf.




jurisdiction. This includes establishing and enforcing standard operating
procedures and addressing regulatory and legal compliance matters.

Currently, the status of CDOs in the United States is inconsistent across states
and localities. While most states (39) have adopted CDOs,® recent reports
indicate only 4 counties'® and 12 cities'" have CDOs.

The OSTP can support data sharing between levels of government by
supporting the establishment of CDOs in jurisdictions where they do not yet
exist.”? These CDOs would improve data collection and management within
their designated levels of government by establishing standard procedures,
and would improve data sharing across levels of government by establishing
channels of communication with one another.

It is essential that CDOs have expertise in collecting and analyzing of racial and
ethnic data. Notably, recent studies of private sector CDOs have found that as
many as 80% identify as white males, and there is a prevailing homogeneity in
their professional backgrounds — namely over 20 years of experience in the
technology industry.”™ We recommend the OSTP encourage different levels of
government to 1) prioritize expertise in the collection and analysis of racial and
ethnic data and 2) take steps to examine inequity in the hiring of those
responsible for equitable data.

Establish an Intergovernmental Council of Government Chief Data Officers

The federal government could further facilitate equitable data collection,
sharing, and publication by establishing a formal structure for communication
and collaboration among CDOs. This could take the form of an
Intergovernmental Council of CDOs that would be tasked with setting standard
procedures for racial and ethnic data collection. These standards would
facilitate comparisons across levels of government, improving the ability of

% Colin Wood, “The state chief data officer is here to stay,” Statescoop (Mar. 27, 2022),
www.statescoop.com/state-chief-data-officer-2022/.

10 “Chief Data Officers: Which State and Local Governments Have a CDO?" Government Technology (July
6, 2018), www.govtech.com/people/chief-data-officers-which-state-and-local-governments-have-a-
cdo.html.

" Data-Smart City Solutions, “Who Are America's City Chief Data Officers?” Bloomberg Center for Cities
at Harvard University (Dec. 7, 2020), https://datasmart.ash.harvard.edu/news/article/data-leadership-at-
the-executive-level-761.

12 Strategy& “In the age of data, why are there so few Chief Data Officers?” Pw(C (2021),
www.strategyand.pwc.com/de/en/functions/digital-cloud-data-strategy/cdo-2021/strategyand-cdo-

study-2021.pdf.
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governments and the public to assess how government policies and programs
promote or inhibit racial equity.™

Examples of the kinds of standards an Intergovernmental Council of CDOs
might set include: determining clear, executable standards for collecting
equitable data, including racial and ethnic data; setting data storage files in
formats that can be easily processed by researchers; and providing a central
location with reproducible data examples.

Currently, there are professional conferences that bring together state and local
data officials,”™ as well as the Federal CDO Council,’® and the State CDOs
Network,"” which aim to standardize best practices within their respective levels
of government.

An Intergovernmental Council of CDOs would add the critical function of
facilitating standardization and reporting across levels of government, allowing
for comparative analyses regarding the racialized impact of particular policies
and programs. We also recommend that the Council include representatives of
community organizations with experience regarding racial and ethnic data
collection, who can inform CDOs about gaps and deficiencies.

Continuously Improved and Standardized Racial and Ethnic Categories Used in
Equitable Data Collection (responding to question #3)

Data equity requires improvement of the racial and ethnic categories used for
data collection, standardization of those categories across reporting entities,
and regularly updating the categories to reflect changing conceptions of race.

Racial and ethnic data collection can shed light on racial inequities, and thereby
shed light on the racist policies and practices causing those inequities, but only
if the categories used for data collection closely approximate racialized
experiences. The more these categories reflect racialized realities, the better we
can understand how racism manifests and how it can be mitigated. An example
of this is when distinct racialized groups are classified as white, when that is at

4 Guangyu Zhang et a/, “Multiple Imputation of Missing Race and Ethnicity in CDC COVID-19 Case-
Level Surveillance Data” /nt. J. Stat Med. Res., 11:1-11 (Jan. 28, 2022),
https://stacks.cdc.gov/view/cdc/116004.

5 CDO Network USA, “Summary,” The Network Group (Accessed Oct. 3, 2023), https://thenetwork-
group.com/us-chief-data-officer-network/; “Chief data & analytics officers government 2023"
Coriniumm (Accessed Oct. 3, 2023), https://cdao-gov.coriniumintelligence.com/.

16 “About us” CDO Federal Council (Accessed Oct. 3, 2023), https://www.cdo.gov/about-us/.

17 “State Chief Data Officers Network" Georgetown University Beeck Center (Accessed Oct. 3, 2023),
https://beeckcenter.georgetown.edu/projects/state-cdo-network/.




odds with how they are racialized in society and their experience as frequent
targets of racial subordination.

Currently, federal agencies and many local and state agencies use the racial and
ethnic categories promulgated by the OMB, which have not been updated since
1997.78 In many instances, these categories are broad, outdated, or inaccurate.™
As a result, large groups with disparate racialized experiences are lumped
together,?® and more people are identifying as “Other Race” in data collection
efforts.?’ This lumping together of groups with distinct experiences of racism,
coupled with the growing use of the “"Other Race” category, can lead to data
confusion and obscure the true extent of inequities.

However, if states make individual choices about how to improve the racial
categories, the lack of standardization precludes comparisons across
jurisdictions. As our Center noted in a recent report on the matter, “[s]tate and
local sources of racial and ethnic data often vary in standards for how to report,
what to report, when to report it, and even whether to report it at all.”?> The
lack of uniform standards "has meant that existing data repositories are
incomplete, contain errors, are usually incompatible with each other, and are
often internally inconsistent over time, jurisdictions, subjects, and levels of
analysis."?3

Accordingly, we recommend both improving the racial categories that are used
for data collection, and standardizing those categories across jurisdictions. We
recognize the complexities of this subject, and this Fall we are convening
scholars and advocates to examine ways the categories can be amended to
better approximate experiences of structural racism. Our policy
recommendations will be released in 2023.

8 %2020 Census Informational Questionnaire, " U.S. Census Bureau (Accessed Oct. 3, 2023),
www?2.census.gov/programs-surveys/decennial/2020/technical-documentation/questionnaires-and-
instructions/questionnaires/2020-informational-questionnaire-english DI-Q1.pdf. “American Indian or
Alaska Native,” “Asian,” "Black or African American,” “Native Hawaiian or Other Pacific Islander,” and
"White,” and two ethnic categories “Hispanic” and “Not Hispanic.”

9 Khoshkhoo supra, note 3, at 1, 49.

20 /d

21 Hansi Lo Wang, "1 in 7 People Are ‘Some Other Race’ on the U.S. Census. That's a Big Data Problem,”
NPR (Sept. 30, 2021), www.npr.org/2021/09/30/1037352177/; Eric Jensen et al, "2020 Census llluminates
Racial and Ethnic Composition of the Country,” United States Census Bureau (Aug. 12, 2021),
www.census.gov/library/stories/2021/08/2020-united-states-population-more-racially-ethnically-
diverse-than-2010.html.

22 Khoshkhoo supra, note 3, at 2.

23 Jd, at 1, 49.
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Improving the racial and ethnic categories used for data collection is not a one-
time endeavor. Tracking racism requires updating the categories to reflect
changing conceptions of race — and, thus, changes in racialized experiences. A
continuously improved and standardized system would allow robust analysis
and comparisons across levels of government and over time. Federal leadership
is best suited to promulgate such standards.

Integrate Public Transparency and Accountability into Data Sharing Programs

Equitable data is that which "allow[s] for rigorous assessment” of government
programs.?* Accordingly, data sharing between levels of government only
furthers the goal of equity if data is also made accessible to the public.

We recommend publishing the standards that an intergovernmental council of
CDOs would produce. This would empower scholars, advocates, lawmakers,
research centers, and community-based organizations to access equitable data
and hold their governments accountable for failures and successes in
promoting equity.

Conclusion

The Center recommends facilitating data equity by improving racial and ethnic
data collection, standardization, and publication. The establishment of CDOs,
collaboration among those CDOs, and engagement with community advocates
can further these objectives, and allow for more rigorous assessments of the
racialized impact of government policies and programs.

24 Khoshkhoo supra, note 3.
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October 3, 2022

NSTC Subcommittee on Equitable Data
Office of Science and Technology Policy
Eisenhower Executive Office Building

Washington, DC 20504

Re: Engagement and Accountability RFI

On behalf of the Center for Data Innovation (datainnovation.org), | am pleased to submit this
response to the Office of Science and Technology Policy’s (OSTP) request for information (RFI) on the
collection and use by federal agencies of equitable data—a term which OSTP uses to refer to “data
that allow for rigorous assessment of the extent to which government programs and policies yield
consistently fair, just, and impartial treatment of all individuals.”1

The Center for Data Innovation is the leading think tank studying the intersection of data, technology,
and public policy. With staff in Washington, London, and Brussels, the Center formulates and promotes
pragmatic public policies designed to maximize the benefits of data-driven innovation in the public and
private sectors. It educates policymakers and the public about the opportunities and challenges
associated with data, as well as important data-related technology trends. The Center is a part of the
nonprofit, nonpartisan Information Technology and Innovation Foundation.

In response to the RFI, the Center offers three main recommendations: 1) OSTP should support
partnerships that bolster access to high-performance computing of historically underrepresented groups
in the field; 2) OSTP should promote robust data literacy curriculums in U.S. schools to ensure more
Americans have opportunities to make use of data about themselves and their communities; and 3)
OSTP should prioritize closing the “data divide”—the social and economic inequalities that result from a
lack of collection or use of data about individuals or communities—to improve the effectiveness of data-
driven services and decision making.

Please find our responses to the relevant questions in the document below.
Sincerely,

Gillian Diebold

1 “A Vision for Equitable Data: Recommendations from the Equitable Data Working Group,” White House, April 2022,
https://www.whitehouse.gov/wp-content/uploads/2022/04/e013985-vision-for-equitable-data.pdf.
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High-performance computing (HPC) is essential for solving many data-intensive computational problems
in a wide range of fields, including engineering, biology, and Earth science. Increasing access to HPC for
traditionally underrepresented groups in science and engineering will help ensure that researchers from
all backgrounds can access and use data equitably. Partnerships that coordinate the sharing of
computing resources between the federal government and universities, particularly Minority-Serving
Institutions (MSls) that include Historically Black Colleges and Universities, Hispanic-Serving Institutions
(HSIs), and Tribal Colleges and Universities (TCUs) will create a direct connection with traditionally
underrepresented communities and newly collected data as well.2

Such partnerships existed from 1997 to 2004 with the support of the National Science Foundation
(NSF) through the Education, Outreach, and Training Partnership for Advanced Computation
Infrastructure (EOT-PACI), an effort that included dozens of institutions and organizations to coordinate
the sharing of computing resources with MSls.3 More recently, the NSF Inclusion across the Nation of
Communities of Learners of Underrepresented Discoverers in Engineering and Science (INCLUDES)
initiative works to enhance the participation of underserved communities in scientific research.4 The
INCLUDES program has provided more than $7 million in funding for the Computing Alliance of Hispanic-
Serving Institutions but that is the only current initiative to advance minority participation in computing.5
Similar efforts need to target HBCUs and TCUs, and reestablish grants that fund HPC resources at MSls.
Industry-university partnerships, such as the partnership between the University of Florida and NVIDIA,
can also expand access to Al computing capabilities.®

One important step to improving the accessibility and useability of equitable data is improving data
literacy for Americans of all backgrounds. Many organizations and individuals face barriers to using data,

2 Hodan Omaar, “How the United States Can Increase Access to Supercomputing,” (Center for Data Innovation,
December 2020), https://datainnovation.org/2020/12/how-the-united-states-can-increase-access-to-
supercomputing/.

3 “NSF EPIC Press Release,” last modified April 2005, http://mvhs.shodor.org/epic/pressrelease.html.

4 “About Us: NSF INCLUDES,” accessed November 6, 2020, https://www.includesnetwork.org/new-a/about-us.

5 “NSF INCLUDES Alliance: Computing Alliance of Hispanic-Serving Institutions,” accessed November 6, 2020,
https://www.nsf.gov/awardsearch/showAward?AWD 1D=1834620&Histo.

6 Hodan Omaar, “Industry-University Partnerships to Create Al Universities” (Center for Data Innovation, July 2022),
https://www2.datainnovation.org/2022-ai-universities.pdf.
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including a lack of technical skills.” Improving data literacy would not enable more Americans to develop
in-demand job skills to participate in the growing data economy, but it would also allow them to better
understand public data and decisions based on that data.

At the local, state, and federal levels, data literacy can be bolstered by improving educational programs
in data science and related disciplines, beginning in K-12 schools.8 Strong programs in math, statistics,
and computer science can equip students with the skills necessary for advanced data literacy. This
training should continue through higher education, where degrees in technical fields also can provide
the highly skilled workforce needed to participate in the data economy. Programs that reduce disparities
in data literacy will also reduce the digital use divide, or the gap between those that use technologies in
ways that augment and transform their daily lives and those that use technology passively. These
divides go hand-in-hand and increasing data literacy will necessarily increase digital literacy.

The data divide refers to the social and economic inequalities that result from a lack of collection or use
of data about individuals or communities.® Many individuals and communities across the United States
lack the data necessary to benefit from data-driven innovation. The data divide has emerged between
the data-haves and the data have-nots, and these inequities can significantly impact how individuals
and communities participate in the data economy.10 Opportunities to benefit from data vary based on
different demographic and geographic factors. Whether or not data-driven services and data-driven
decision-making works for someone often depends on where they live and their background. Historically
underrepresented communities typically face the widest data gaps resulting from this lack of equitable
data collection.

Instances of inequitable data systems pose the biggest threat to participation in the data economy as
they can encompass communities of all sizes, characteristics, and locations. These systems collect and
store data needed for key services, such as education, financial services, public health, and more. But,
disparities occur when these systems have weak or nonexistent infrastructure. Moreover, some system
data might exist but have steep barriers to access, like data siloes. For example, in education, schools
cannot take advantage of data-driven technologies when they lack the systems necessary to collect and

7 Gillian Diebold, “Closing the Data Divide for a More Equitable U.S. Digital Economy,” (Center for Data Innovation,
August 2022), https://datainnovation.org/2022/08/closing-the-data-divide-for-a-more-equitable-u-s-digital-economy/.
8 Daniel Castro, Joshua New, John Wu, “The Best States for Data Innovation,” (Center for Data Innovation, July 2017),
https://www?2.datainnovation.org/2017-best-states-data.pdf.

9 Gillian Diebold, “Closing the Data Divide for a More Equitable U.S. Digital Economy,” (Center for Data Innovation,
August 2022), https://datainnovation.org/2022/08/closing-the-data-divide-for-a-more-equitable-u-s-digital-economy/.
10 |bid.
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utilize high-quality data. As a result, students, families, and administrators are forced to make decisions
about enroliment or interventions based on incomplete or inaccurate data. Some states have Statewide
Longitudinal Data Systems (SLDSs) that store data on education from early childhood to the workforce
(P-20W), but other states still lack this type of specialized system. This leaves data siloed and often
inaccessible to key stakeholders. While some students and families have access to data about their
entire educational journey, others lack this type of information, meaning they must make consequential
decisions with unequal knowledge. As of 2017, only 17 states and the District of Columbia had fully
linked SLDS systems.11

A similar situation arises with financial services. Credit scores determine everything from whether
someone qualifies for a mortgage or car loan, but also whether they can obtain certain services without
a deposit, or even apply for a lease or a job. Credit agencies often lack the necessary data infrastructure
to collect and score individuals based on “alternative” data sources, such as rent or utility payments, cell

phone bills, or cash-flow data in a bank account. As a result, many consumers have limited or no credit
history.12 As of 2020, 21 percent of U.S. adults do not have a credit card and 19 million are considered
“unscoreable” due to insufficient or outdated data.13 Agencies governing financial services need to
expand the use of alternative credit to include more consumers in the financial system.14

11 “50-State Comparison: Statewide Longitudinal Data Systems,” Education Commission of the States, last modified
December 14, 2021, https://www.ecs.org/state-longitudinal-data-systems/.

12 “Data Point: Credit Invisibles,” Consumer Financial Protection Bureau, May 2015,
https://files.consumerfinance.gov/f/201505 cfpb_data-point-credit-invisibles.pdf.

13 |bid.

14 Gillian Diebold, “Congress Should Expand Use of Alternative Credit Data,” Center for Data Innovation, March 8,
2022, https://datainnovation.org/2022/03/congress-should-expand-use-of-alternative-credit-data/.
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October 3, 2022

NSTC Subcommittee on Equitable Data
Office of Science and Technology Policy
Eisenhower Executive Office Building

Washington, DC 20504
Re: Engagement and Accountability RFI
To Whom it May Concern:

Please find below Stanford Health Care’s LGBTQ+ Health Program responses to several
questions outlined in the White House Office of Science and Technology Policy (OSTP)’s
Request for Information concerning how Federal agencies can better support collaboration with
other levels of government, civil society, and the research community around the production and
use of equitable data.

3. What resources, programs, training, or other tools can facilitate increased data
sharing between different levels of government (Tribal, territorial, local, State, or
Federal) related to equitable data ?

In order to create equitable data and increased data sharing, we recommend the federal
government require health care entities to create a mandated list of population health and health
disparity assessment questions that will be universally collected, and then reported to a
centralized system for population health data. Currently, hospital systems have little to no
communication with other health care centers at a regional and national level when sharing
population health records. Even in areas where there are shared agreements for open exchange of
health information, population health data is typically not prioritized. All data reported this way
would be population health without identifying information. Moreover, we recommend that all
electronic health records be uploaded daily to a centralized population health database through
an opt-out model. This revolutionary process would provide a robust picture of health equity
across the United States.

With a tool to collect population health data from each Health Care Center, population health
specialists can track health outcomes in each community, across geographic regions, and
outcomes for populations across the United States. Additionally, this method will facilitate an



accountability system the federal government can implement to engage healthcare centers
struggling to collect inclusive data measures and work on quality improvement methods. For
example, if a health system is reporting little to no gender identity or sexual orientation data, the
federal government can provide technical assistance. This level of targeted intervention is only
available with a nationwide population health data collection system.

4. What resources, programs, training, or other tools can expand opportunities for
historically underrepresented scholars and research institutions to access and use
equitable data across levels of government ?

We encourage research into the creation of a national population health data assessment
questionnaire. This evidence based tool will evaluate validity of research questions that target
different population health concerns. This can then be adopted and embedded into EHR
workflows that will collect the data in a targeted way to ensure question fatigue is considered.
We recommend training to facilitate how research questions can be embedded, asked, and
followed-up on for clinical decision making and interventions based on the responses.

The aforementioned database will be accessible to the public so that all scholars, including
underrepresented scholars, have equitable and comprehensive data to perform needed research.
As it stands, the current approach is individualized, which can lead to underrepresented scholars
who are focused on population health data specific to marginalized communities facing
additional barriers to research and publications. An underrepresented scholar will need to find
funding for their research from someone both supportive of them and their population specific
interests, find an avenue to access the community they hope to engage, and finally, identify a
journal willing to publish their research. This will facilitate broad reaching population health
comparison and outcomes in their research proposals, and thus, make for more competitive and
diverse studies.

5. What resources, programs, training, or tools can increase opportunities for
community-based organizations to use equitable data to hold government accountable
to the American public ?

The public access database for health equity will allow any health and social services program to
pull data based on scholarship or population health concerns. This nationwide and intentionally
inclusive and longitudinal database will allow centers that may not have access to such rich data
sets the ability to create far more detailed and data supported arguments in accountability.

7. In which agencies, programs, regions, or communities are there unmet needs,
broken processes, or problems related to participation and accountability that could be
remedied through stronger collaborations and transparency around equitable data?



There is a current staggering deficit in the collection of sexual orientation and gender identity
data. The fact this is not a mandated and reported field in federal government forms and
questionnaires leaves the country with poor data concerning one of our most marginalized and
underserved communities. It is imperative we immediately begin to collect this data across the
country and measure health successes, positive outcomes, and best practices based on these
outcomes. This endeavor will provide support for nondiscrimination clauses in healthcare.
However, until we collect and analyze the data on a national scale, we will be moving
insufficiently in this work.

We respectfully thank you for your consideration of our responses to OSTP’s Request for
Information.

Sincerely,

Blaz Bush, M.Ed (he or Blaz) Jason Joseph Hill (he, him, his)
Executive Director, LGBTQ+ Health Program  Associate Vice President for Government Affairs
Stanford Medicine Stanford Health Care - Stanford University
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EXECUTIVE SUMMARY

This is the first in a series of reports from AAPI Data and the National Council of Asian
Pacific Americans (NCAPA) pertaining to data equity as it pertains to Asian
American, Native Hawaiian, and Pacific Islander (AA and NHPI) communities. This
report is a scan of publicly available information, supplemented with
correspondence with community organization leaders, on past activities and current
plans to advance data equity for AANHPI communities at the federal level.

The report first defines what data equity means for our communities, researchers,
and federal government agencies. Next, it provides a brief review of some recent
data equity initiatives fromm AA and NHPI community organizations and researchers.
The third section of the report covers the interagency work of prior presidential
administrations that sought to advance data equity for AAs and NHPIs. The report
also lays out the current state of data equity efforts at federal agencies that collect
data on issues most relevant to AA and NHPI communities, establishing a baseline of
knowledge to inform the next steps and future engagement with those agencies.

Finally, the report concludes with a series of recommmendations that aim to achieve
large-scale impact, through the framework of “DNA: Data, Narrative, Action.” These
recommendations are informed by past and ongoing efforts initiated by Asian
American and Native Hawaiian and Pacific Islander organizations and researchers, as
well as related efforts to advance data equity initiated by federal agencies.

Moving forward, it is clear that our communities’ agenda with respect to data equity
can be characterized as “disaggregation plus,” meaning that improved federal
standards for data collection by detailed origins remain a high priority, but that the
focus has expanded to include other important aspects of data equity such as
timeliness, accessibility, human-centered design, community inclusion, and federal
agency recognition of subject-matter expertise and population expertise among
community organizations and researchers alike.
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INTRODUCTION

The U.S. Census Bureau projects that the majority of the American population by
2045 will be people of color and that, by 2030, immigration will become the primary
source of population growth in the United States due to the aging of the native-born
population. With migration from Asian and Pacific Islander countries and territories
constituting significant drivers of this population growth, and in order to help
elevate the stories, narratives, and needs of our communities, it is vital that elected
leaders, policymakers, stakeholders, and community members communities work
together to design and produce research on Asian American, Native Hawaiian, and
Pacific Islander (AA and NHPI) populations that are accessible, timely, and accurate.

While many public and private agencies and programs continue to group Asian
Americans, Native Hawaiians, and Pacific Islanders into one super-category, major
differences in cultural traditions, group histories, and modes of incorporation into
the United States make it imperative for data pertaining to these communities to be
collected, analyzed, and disseminated in a disaggregated fashion, and presented
back to AA and NHPI communities in ways that are culturally appropriate and widely
accessible.

Federal agencies continue to operate under the 1997 Office of Management and
Budget standards for Classification of Federal Data on Race and Ethnicity, where
agencies are required to collect and report data for five minimum race categories:
American Indian or Alaska Native, Asian, Black or African American, Native Hawaiian
or Other Pacific Islander, and White. Agencies are also required to have two
categories for data on ethnicity: Hispanic or Latino, and Not Hispanic or Latino.

In order to better understand why data disaggregation by detailed origin is essential
for AA and NHPI communities, we need to understand the diverse and varied
histories of how Asians, Native Hawaiians, and Pacific Islanders came to be a part of
the fabric of the United States. Migration, adaptation, integration, and backlash are
all common themes in most histories of these diverse communities.

For Asians, the push and pull factors that drove migration to the United States were
often a combination of economic and political turmoil at home and the promises of
economic opportunity and mobility that America represented at the time. Chinese
immigrants, facing unrest and famine during the Taiping Rebellion, arrived in large
numbers in the middle of the 19th Century as laborers, first drawn by the gold rush in
California, later by jobs building the first transcontinental railroad and the economies
that emerged around the railroad. While initially praised for their work ethic, the
number of Chinese immigrants grew and dispersed to other jobs and industries.
With increasing numbers, they were seen as unwanted competitors for jobs for

Introduction 4
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white laborers. Dehumanizing racial stereotypes of Chinese immigrants combined
with the economic pressures of the depression triggered by the Panic of 1873
resulted in violent backlash against Chinese communities and culminated in the
Chinese Exclusion Act of 1882, the nation’s first racial exclusion act. Despite these
restrictions, Chinese migrants continued to seek entry into the United States,
creating America’s first undocumented immigrants. In addition, there were always a
small number of exceptions to Chinese exclusion, including students and refugees.

With Chinese immigrants explicitly banned, the demand for cheap labor for
American agriculture and business needed another source. Each succeeding wave,
first Japanese, then Indian, and finally Filipinos, continued the cycle of American
commercial interests recruiting Asian laborers, increasing resentment and racial bias
against these new communities, and ultimately bans on immigration and
restrictions on citizenship and property ownership.

The Gentleman’s Agreement of 1907-08 was a diplomatic arrangement in which the
Japanese government agreed to limit Japanese migration to the United States,
particularly of male laborers. However, family migration was still permitted, resulting
in the continued growth of the Japanese community through family reunification
and the migration of so-called “picture brides” from Japan to the United States.
Japan’s emergence as a world power forced the United States to pursue a
diplomatic agreement rather than a legislative ban. Nevertheless, immigration was
reduced and bans on naturalization and prohibitions of property ownership
remained in place. For other Asians, particularly Indians, these restrictions came with
the Immigration Act of 1917 which created a barred zone of immigration from British
India through Southeast Asia. Chinese exclusion had been made permanent in 1904
and Korea, which by 1917 was under Japanese occupation, was covered by the
Gentleman’s Agreement.

That left Filipinos as the last Asian source of cheap labor for American agriculture
and business interests. Because of the Philippines' status as a U.S. colony, Filipinos
could freely migrate to America as U.S. nationals. However, this ended with the
Philippine Independence Act of 1934, where the Philippines were granted
independence after a 10-year transition period, but Filipinos were no longer
considered U.S. nationals, and Filipinos in the U.S. lost their status.

The start of World War |l resulted in a re-evaluation of naturalization and
immigration from Asia. While China and the U.S. were wartime allies, bans on
Chinese immigration became untenable and President Roosevelt signed a law in
December 1943 ending Chinese exclusion, although extremely small national quotas
made the policy change largely symbolic. In addition, Chinese residents were finally
allowed to naturalize, the first Asian-origin groups to be allowed the opportunity to
do so. At the same time, Roosevelt had signed Executive Order 9066 in February

Introduction 5
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1942 that forced the internment of Japanese Americans living in the U.S. mainland
for the duration of the war. Other Asian commmunities also were allowed to
immigrate and naturalize shortly after the end of World War Il, as Cold War
pressures prompted the United States to portray itself as a more welcoming nation.
Still, restrictive quotas remained in place and fewer than 150 nationals were allowed
to immigrate to the United States each year. Finally, the Immigration and Nationality
Act of 1965 opened Asian immigration by lifting national quotas and creating three
streams of immigration that form the core of today’s immigration system:
employment-based, family-based, and refugees/asylees. The act finally removed
racist immigration barriers for Asians and resulted in the massive growth of the
Asian American population that continues to this day. However, political and
economic conditions continue to periodically feed a violent backlash against Asian
Americans. One key moment in Asian American activism is the murder of Vincent
Chin in 1982 during a time when the American automobile industry was struggling
with workers blaming Japanese manufacturers for putting them out of work.
Violence directed at Asian Americans during times of turmoil continues to this day,
including years of violence against South Asians and Muslims after 9/11 and the
recent growth of attacks on Asian Americans, Native Hawaiians and Pacific Islanders
during the COVID-19 pandemic, with East Asians primarily feeling the brunt of
violent attacks.

U.S. intervention in Southeast Asia and the impact of the Vietnam War, the Khmer
Rouge genocide, and the Secret War in Laos resulted in the resettlement of over 1.5
million of Southeast Asian refugees between 1975 and 2000 from Vietnam, Laos and
Cambodia. The trauma associated with war, genocide, political persecution and
being uprooted from ancestral homes has resulted in great need for social and
mental health services for refugees. The lack of disaggregated data on Asian
Americans is the most harmful to refugee communities as their needs and
challenges are often overlooked and hidden. In the early 2000's, a new wave of
refugees from Bhutan, Myanmar (Burma), another wave of Hmong refugees from
Thailand, and, most recently, Afghanistan were resettled across the country, often in
metro areas with declining populations.

Finally, the Immigration Act of 1990 introduced three new immigration streams:
Diversity Visas, H1-B employment visas, and Temporary Protected Status (TPS). The
Diversity Visa program was especially important for growing the Bangladeshi and
Pakistani immigrant populations in the United States. The Diversity Visa is a lottery-
based program open to residents of any territory that had sent less than 50,000
employment- or family-based immigrants to the U.S. in the previous five years.
Successful applicants receive permanent residency status for themselves and any
spouse or children. The Diversity Visa program has especially boosted immigration
from Bangladesh, Nepal, and Uzbekistan, with about 40,000 visas issued for each
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country since 1995. After these new immigrants settled in and established
themselves, they were able to sponsor family members, leading to significant
proportional increases in particular communities such as Bangladeshi Americans in
New York and Michigan. In fact, migration from Bangladesh is now high enough
that Bangladeshis are now ineligible for the Diversity Visa program. The H1-B visa
programs accelerated immigration from India and China, bringing in highly skilled
science and technology workers to the United States.' The majority of the foreign-
born Asian American population in the U.S. have arrived since the introduction of the
H1B visa program and this program has had a major influence on the economic
status of the Asian American population as a whole. Finally, TPS allows the
Department of Homeland Security to designate a country for TPS when conditions
in the country prevent a safe return. TPS provides protection from removal, and
authorization for employment and travel. TPS has enabled many Nepali to remain in
the U.S. after the devastating earthquake in Nepal in 2015 and be active contributors
to the economy as Nepal slowly recovers.

Native Hawaiians and Pacific Islanders share different histories and cultural heritage
from Asian American populations, with the colonial, territorial, and military
expansion of the United States playing a key role in their community formation,
including a negative impact on economic security. Different historical circumstances
have resulted in a complex system of formal and informal relationships between the
Pacific Island nations and the United States.

After initial European contact in 1778, Hawaii's location in the Pacific made the
country a center for explorers, whalers, and eventually the sugar industry. America's
growing imperial ambitions at the end of the 19th Century would eventually lead to
the overthrow of the Hawaiian monarchy and the U.S. annexation of the Hawaiian
Islands. The U.S. military presence in Hawaii and the frequent shipping associated
with supporting the military and trade with the mainland created opportunities for
migration that many Native Hawaiians took. As U.S. citizens, Native Hawaiians are
able to work and live anywhere in the U.S. legally, qualify for public benefits, vote in
local and federal elections, and serve in the U.S. military.

Further colonial annexations have resulted in the Chamorro people having U.S.
citizenship. The ancestral homelands of the Chamorros came under U.S. control first
with Guam after the Spanish American War and then with the Northern Marianas
Islands after Japan’s defeat in 1945. Since that time the Northern Mariana Islands
have entered into a commonwealth status with the United States while Guam
remains a territory. As such, Chamorros can live and work legally in the United
States, qualify for public benefits, and serve in the U.S. military. But as a territory,
residents of Guam and the Northern Marianas are unable to vote in federal elections
and have only non-voting delegates in Congress.
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After the Tripartite Convention of 1899 divided the Samoan Islands into two, with
Germany claiming the western islands and the U.S. the eastern island, the United
States formally annexed American Samoa as a territory. However, because Congress
has not passed an Organic Act for American Samoa, American Samoans are
considered U.S. nationals and do not have birthright citizenship. American Samoans
can live and work legally in the U.S,, serve in the U.S military, and qualify for most
federal benefits, but cannot vote while residing in the mainland. They must apply for
naturalization to obtain all the rights and benefits of citizenship.

Other Pacific Islands would fall under U.S. hegemony during and after World War Il.
Citizens of the Federated States of Micronesia, Republic of the Marshall Islands, and
Republic of Palau fall under three Compacts of Free Association, which confers the
right to live and work in the U.S. as “non-immigrants” but are not eligible for most
federal benefits and again must naturalize to gain access to all rights and benefits as
citizens. The Compacts of Free Association are set to expire in 2023 for Micronesia
and the Marshall Islands, and 2024 for Palau, and are currently being renegotiated.

Finally, people from the remaining Pacific Island nations are treated as any other
immigrants and must apply for legal permanent residency in order to live and work
in the U.S. These nations include Papua New Guinea, Solomon Islands, Nauru,
Vanuatu, New Caledonia, Aoteroa, Tuvalu, Fiji, Tokelau, Samoa, Tonga, Nuie, Kiribati,
and Cook Islands and make up the majority of the Pacific, but are fewer in number
inthe U.S?

Having high quality data—by which we mean detailed, accurate, timely, and precise
information that includes quantitative and qualitative data collections—will enable
AA and NHPI communities to address various barriers associated with immigration-
related experiences and statuses, language and other abilities, and the exercise of
rights and access to benefits. High-quality data is also valuable to present accurate
narratives about our communities, which includes not only combating negative
stereotypes that propagate social division and harm, but also highlighting the
immense contributions of Asian Americans, Native Hawaiians, and Pacific Islanders
to American society. Finally, high-quality data is essential to identifying opportunities
to build coalitions across a variety of racial and ethnic groups, to identify common
solutions to shared challenges.
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WHAT IS DATA EQUITY?

Data equity can be defined in several ways. As we elaborate below, data equity can
be defined with a focus on its function or purpose, as a means to achieving the
larger goal of racial equity, as well as with a focus on its process, involving several
component parts. The former approach tends to answer the question of why we
need more equitable data collections, while the latter approach tends to focus on
the gquestion of how data equity can be operationalized, with important roles for
government agencies, community organizations, researchers, and the general
public.

FUNCTIONAL APPROACHES TO DATA EQUITY

The federal government, through the April 2022 publication of a report by the
Equitable Data Working Group, co-chaired by the White House Office of Science and
Technology Policy (OSTP) and the Office of Management and Budget (OMB),? notes
that equitable data “are those that allow for rigorous assessment of the extent to
which government programs and policies yield consistently fair, just, and impartial
treatment of all individuals. Equitable data illuminate opportunities for targeted
actions that will result in demonstrably improved outcomes for underserved
communities.” This is a functional definition of data equity that tends to focus on
the motivational question of why data equity is important in the first place-as a
critical means to achieve equity. This functional definition focuses on the ways in
which data is used by policymakers and decision makers to allocate resources and
take actions that demonstrably advance equity more generally (i.e., improving
outcomes for underserved communities).

Asian American, Native Hawaiian, and Pacific Islander communities have been
operating under some version of this functional definition of data equity for decades,
including advocacy surrounding federal guidance on the collection of detailed
ethnicity data in 1977 (as we detail later in this report) and the creation of the Asian-
Pacific Islander racial category for the 1980 Census.®* Advocacy for data collections by
detailed Asian and Pacific Islander origins has continued since the 1970s—in fields
ranging from education and health to housing and labor force participation—as AA
and NHPI organizations have consistently highlighted the need for timely, detailed,
and accurate data that can inform better decision making, policy development, and
policy implementation.
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PROCESS APPROACHES TO DATA EQUITY

Having long ago established the need for why data equity is essential to AA and
NHPI communities, many community organizations and researchers have recently
begun to dig deeper into matters of process, of answering the question of how we
can produce more equitable data collections. In a letter written jointly by several AA
and NHPI community organizations and researchers and submitted to Susan Rice,
director of the White House Domestic Policy Council in September 2021,° the
community/researcher coalition laid out a definition of data equity that included
expanding federal minimum standards for data collection across all relevant
agencies, and creating pilot programs or incentivizing agencies to expand their
current data collection categories for AA and NHPIs beyond the newly created
federal minimum standard.

Deeper dive into process: Data collection standards

Uniform data collection standards are an important condition for data
equity for AA and NHPI communities. These standards include:

Separate collection categories for self-reporting Asian, Native Hawaiian,
and Pacific Islander populations

e Expanded collections categories for gender identity, including women
and gender expansive individuals

e Implementing the American Community Survey practice of collecting
information on nativity, including the country of birth of the individual
and each parent

e Galvanize Diverse Partnerships Across Levels of Government and the
Research Community

e Facilitate multiple self-identification responses for race and ethnicity to
allow individuals to fully express their identities. This is especially
important for Native Hawaiian, American Indian and Alaska Native
communities where more than half of those communities identify as
multiracial
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Beyond expanded data collection standards, the group also defined data equity as
the inclusion and incorporation of community and research expertise into all stages
of data and research, including design, development, collection, compilation,
processing, analysis, dissemination, and preservation, concepts that we elaborate
further below.

e Design and development - During this stage of the research life cycle,
decisions are made regarding what kinds of questions are to be answered,
how those questions will be asked, and who are the people being studied.
Language and cultural considerations need to be incorporated into design
plans. Establishing an advisory committee made up of trusted members of
the relevant communities is a best practice.

e Collection and compilation - The collection phase requires researchers to
minimize the burden of participation and to reassure the subjects of the
research that the information they provide will be protected and be used to
benefit themselves and their commmunities. If possible, having individuals from
the community participating in the collection and compilation of the data is
ideal.

e Processing and analysis - Once the data is collected, the data needs to be
processed in a way that both protects the confidentiality of the respondents
and produces usable, accurate and timely data for the benefit of the
communities involved. Researchers must consider how data is presented and
have communities provide guidance on how to interpret the results.
Researchers also must be clear about what the limitations of the data are.

e Dissemination and preservation - Data must be shared back to the
communities that were studied in a format that is informative, easily
understandable, and easy to access and maintain. Again user feedback on
data dissemination tools or data formats is essential to maintain transparency.

When considering how to incorporate communities into data-related processes, it is
important to also carefully weigh the benefits and risks to different communities
associated with the data collection, analysis, and dissemination, to have those
communities actively provide input in decision-making around maximizing benefits
and minimizing risks, and to work with communities to ensure that ultimate goal of
providing useful and accurate data back to community stakeholders is achieved.
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Deeper dive into purpose: Recommendations of the EDWG

At the federal level, the collection of racial and ethnic data is essential
for the functioning of the government, from enforcing the Voting
Rights Acts to determining how federal funds are allocated to states,
neighborhoods and communities. The Equitable Data Working
Group charged by President Biden through the Executive Order
13985, on Advancing Racial Equity and Support for Underserved
Communities Through the Federal Government (“Equity EO"), has
issued a set of recommendations for best practices for federal
agencies to improve data equity:

¢ Make Disaggregated Data the Norm While Protecting Privacy

e Catalyze Existing Federal Infrastructure to Leverage Underused
Data

e Build Capacity of Robust Equity Assessment for Policy making and
Program Implementation

¢ Galvanize Diverse Partnerships Across Levels of Government and
the Research Community

e Be Accountable to the American Public

Overall, the federal government’s functional perspective (or “purpose focus”) on data
equity is highly complementary with the process perspective on data equity
advanced by community organizations and researchers alike. From the federal
government’s perspective, the priority is on understanding which federal policies
impact equity outcomes and to use data to identify and remove barriers to equitable
access to government programs. From the community perspective, the focus is on
the process of how voices and expertise from the community and researchers are
incorporated into data processes that will lead to more accurate data and better
outcomes for communities.
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The focus of the Biden administration on system-wide improvements across the
federal government to address equitable data represents an opportunity for AA and
NHPI community advocates and leadership to coordinate the wide range of data
equity initiatives currently underway.

ROLE OF THE OFFICE OF MANAGEMENT AND BUDGET
IN DATA EQUITY

The Office of Management and Budget (OMB) plays a central coordinating role for
the executive branch, with responsibility for developing and executing the federal
budget, managing work across federal agencies, and coordinating and reviewing all
significant federal regulations.” OMB plays a central role in data equity through its
role in setting the minimum standards for data collection for race and ethnicity.
While these standards are nominally for only federally-sponsored statistical data
collection, the standard has become the de facto standard across all government
levels and the private sector because of how data collected at those levels are often
required to report back to federal agencies in a format that meets the OMB
standards.

Non-federal surveys also make use of Census Bureau population counts and
estimates, which adhere to the OMB standards, for designing surveys and sample
frames. OMB also plays an oversight role over federal statistical agencies and
periodically reviews the performance of agencies. It is through this role and OMB's
oversight of the federal budget that policies and standards are enforced.

OMB issued the first Race and Ethnic Standards for Federal Statistics and
Administrative Reporting in 1977. Prior to those standards, individual agencies
employed inconsistent categories to collect race and ethnic data. Even across
decennial censuses, there was considerable variability, especially for Asian
categories. For example, the term “Hindu” was used from the 1920 to 1940 Censuses
to describe Americans who immigrated from India, despite the fact that not all
Indians were Hindus. For the 1950 and 1960 Censuses, both “Hindu” and “Korean”
were removed as response options. “Korean” was included as a response option on
the 1970 Census and "Asian Indian” as an option made its debut in the 1980 Census. 8

The 1997 standards required data collection for four racial categories (“White,”
“Black,” “American Indian or Alaskan Native,” and “Asian or Pacific Islander”), and a
separate ethnic category for Hispanic origin. The standards were created in response
to both the increasing need for uniform standards of data collection so that data
collected across different federal agencies would be compatible and to meet the
requirements of Public Law 94-311 of June 16, 1976 that required federal agencies to
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collect, analyze, and publish data on “Americans of Spanish origin or descent.” The
rapid growth of the AA and NHPI populations after the immigration reforms of the
1960s also created an urgent need to collect accurate data on these new Americans,
especially as the federal government became more reliant on Census and other
statistical data to enforce the new Voting Rights and Civil Rights Acts and to allocate
funding for federal programs using statistically driven formulas.®

By the mid-1990s, there was a growing recognition that the increasing diversity of
the Nation would require significant updates to the race and ethnic categories.
What emerged from the public process were the 1997 OMB Standards. These
standards began to address this diversity through two important changes. First, the
standards allowed for survey respondents to select more than one racial or ethnic
category. Second, through efforts by Native Hawaiian and Pacific Islander advocates,
the standards required that federal statistical agencies at a minimum collect and
report data for Native Hawaiian and Pacific Islander communities separate from
Asians. Both changes allowed for Native Hawaiians and Pacific Islanders to gain
access to more data that better characterizes the unigue experiences of their
communities. Distinct categories allowed for data to reveal the key differences
among Asian, Native Hawaiian and Pacific Islander communities. For example, only
15 percent of individuals who identified in any way as Asian selected multiple race
categories, while 70 percent of individuals who identified as Native Hawaiian and 51
percent of individuals who identified as other Pacific Islander opted for multiple race
categories.®

While the 1997 standards did not require the disaggregation of Native Hawaiian data
from Pacific Islander data, there is a growing awareness that key socioeconomic
differences between the two groups continue to be obscured by combining the two
communities for reporting. Similarly, the wide range of experiences in the Asian
American community necessitates further data disaggregation for Asian groups for
datasets that cover topics that can reveal those different experiences, such as
immigration, English proficiency, languages spoken, education, poverty, etc.
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PRIOR AA AND NHPI
COMMUNITY AND
RESEARCHER EFFORTS

Differential outcomes and resources within the broad AA and NHPI umbrella go
unidentified and unaddressed due to lack of data on Asian Americans, Native
Hawaiians, and Pacific Islanders has bound these diverse communities ever since
the federal government decided to aggregate them into one category when the first
OMB Race and Ethnic Standards for Federal Statistics and Administrative Reporting
were issued in 1977. While it may have made sense statistically to combine these
populations together to produce stable estimates, the results ended up burying the
unique needs and challenges faced by various groups within the categories. There is
a throughline going from the 1977 OMB standards that essentially codified AA and
NHPI as a unit of analysis to the landmark Heckler Report on Black and Minority
Health, with its controversial findings on the health status of AAs and NHPIs that
ended up kick-starting AA and NHPI advocacy for data disaggregation and equity at
the federal level." The Heckler Report concluded based on aggregated data that AAs
and NHPIs had no major health disparities compared to other race and ethnic
groups. The aggregate data glossed over the specific health needs of distinct AA and
NHPI groups and perpetuated the model minority myth.

Since the OMB standards were first introduced, AA and NHPI advocates and leaders
have engaged in the implementation of the standards and advocated for changes to
the standards themselves. Asian American community groups and leaders
successfully pushed back against an effort to reduce the number of Asian and
Pacific Islander categories for the 1990 Census, maintaining the status quo from the
1980 Census. Subsequent censuses have always included initial plans to reduce the
number of check boxes for AA and NHPI categories and the AA and NHPI
community has always rallied to successfully defend the check boxes. Advocacy
around changing the OMB standards centered around two major issues: first,
finding a way to collect and report NHPI data so that the needs of the communities
under that category are highlighted and not subsumed under Asian American or
other larger group data, and second, how to characterize the growing multiracial
population and its implications on counting AAs and NHPIs.

The first challenge of where best to categorize NHPI populations was initially
constrained during the review of the 1997 OMB Standards by OMB's reluctance to
expand the number of major race categories beyond the four established ones:
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“American Indian/Alaskan Native”, “Asian or Pacific Islander”, “Black”, and “White".
Even though the OMB standards were clearly minimum standards for data
collection, many statistical agencies chose to implement them as the only standards.
Therefore, during data collection, there was no way to indicate further detail beyond
“Asian or Pacific Islander” and thereby foreclosing the possibility of generating
distinct data on NHPIs. For context, at the time of the 1990 Census, Native Hawaiians
represented just 3% of the total AA and NHPI category.” The Native Hawaiian
community initially advocated for Native Hawaiians to be reclassified as American
Indian and Alaskan Natives to create an indigenous peoples category. However,
concerns were expressed by American Indian tribes over the dilution of their
communities’ data and the impact on the special legal and political status of those
tribes. Finally, consistent pressure from elected officials from the state of Hawaii,
along with a well-organized public campaign to submit public commments to the
OMB Federal Register Notice, resulted in OMB relenting and creating a fifth major
race category, “Native Hawaiian or Other Pacific Islander.”

The question of how multiracial individuals could express their identity in federal
statistics was also a contentious issue. Many Asian American advocates who were
looking to build collective power sought to include additional Asian categories on
census and survey forms, including multiracial Asian identities, and continue to
classify those identities under the existing monoracial, mutually exclusive race
construct.”® However, among multiracial Asians, there was a need for recognition of
their complex identities. Some advocated for a new multiracial category separate
from the extant race categories because of a history of ostracism by monoethnic
Asian Americans and a need to recognize their unique identities and experiences.
Others also rejected the monoracial concept of racial identity but wanted to express
all parts of their identities and ancestries and did not embrace the concept of a
unitary multiracial category. In the end, the various multiracial advocates were able
to reach a consensus and opted for instructions to “mark one or more” racial
categories.

Research and testing from the Census Bureau at the time showed that for most
racial categories only two to 3 percent of the population would select multiple race
categories. However, the research also showed that providing a multiple race option
would result in more individuals indicating Asian, Native Hawaiian, and American
Indian identities. For example, individuals who were both Black and Asian and were
forced in the past to choose Black under the single race format were now able to
also select Asian. This has subsequently been borne out in the 2000 and subsequent
census results with substantially more people able to indicate Asian, Native
Hawaiian, and American Indian categories than if they were restricted to single race
categories. The 2020 Census results showed that 19,886,049 responded as Asian
Alone while an additional 4,114,949 were multiracial Asians who may or may not have
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chosen Asian under a single race format. For Native Hawaiian, Pacific Islander, and
American Indian populations in particular, multiracial individuals were a larger
portion of their populations than single race individuals. For example, in the 2020
Census, 689,966 were monoracial NHPIs and 896,497 were multiracial NHPIs. In the
end both sides of the debate got their data, with the Census Bureau publishing
statistics for “Two or more races” and for “Asian American Alone or in Combination
with Other Races”.

The updating of standards to include a Native Hawaiian and Pacific Islander
category, separate from “Asian,” and OMB guidelines allowing multiple race
identification not only improves the specificity and quality of data collection, but also
reflects the power of commmunity and research advocacy among Asian Americans
and NHPIs with regard to data equity. ®

COMMUNITY ADVOCACY AND ENGAGEMENT EFFORTS
WITH FEDERAL AGENCIES

This section of the report summarizes some of the data equity initiatives undertaken
by the AA and NHPI community and researchers directed at federal agencies. These
initiatives seek to engage with federal agencies and ensure that community and
research expertise are brought to bear on the data collection, analysis, and
dissemination process. These examples show how AA and NHPI advocates for data
equity are digging deep into both functional and procedural challenges to achieving
data equity.”®

Census Bureau

The Census Bureau through the years has created several different opportunities to
engage with external stakeholders and data users to elicit comments and
suggestions. Two main advisory committees, the Census Scientific Advisory
Committee (CSAC) and the National Advisory Committee on Racial, Ethnic, and
Other Populations (NAC). The CSAC primarily advises the Census Bureau on scientific
developments that can be applied to any of the Census Bureau’'s many programs
and activities. The NAC adyvises the Census Bureau “on the identification of new
strategies for improved census operations, survey and data collection methods,
including identifying cost-efficient ways to increase census participation and reduce
the undercount.”” The NAC was created in 2012 by combining the Census Advisory
Committee (CAC) on the American Indian and Alaska Native Populations, the CAC
on the Asian and Pacific Islander Populations, the CAC on the African American
Population, and the CAC on the Hispanic Population. As far back as 1976, AA and
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NHPI leaders had engaged with the Census Bureau through a Census Advisory
Committee on the Asian and Pacific Americans Population for the 1980 Census.™®

National Advisory Committee membership through the years has included
academic researchers, AA and NHPI| advocacy organizations, and business and
community leaders. The current NAC is focusing on issues such as: 1) the
implementation of differential privacy and its impact on timely release of essential
data from the 2020 Census, 2) planning for the 2030 Census including revisiting the
race and ethnicity questions for both the decennial census and the American
Community Survey, and 3) concerns over declining response rates to the American
Community Survey and the need for increased investments in community outreach.

AA and NHPI community organizations also engage the Census Bureau as part of
the Federal Register process and other open calls for public commment. Often with
major changes in survey methodology or data product design, the Census Bureau
engages with a variety of experts and solicits public comments. In the past few years,
AA and NHPI community organizations and researchers have responded to such
notices as the 2016 review of OMB federal statistical standards, the proposed
citizenship question on the 2020 Census, the proposed application of differential
privacy to the 2020 Census data product releases, and the proposed Demographic
and Housing Characteristics File (DHC) and Detailed Demographic and Housing
Characteristics File (Detailed DHC). For example, Advancing Justice-AAJC in
partnership with MALDEF issued a report examining the impact of differential
privacy on redistricting data for Asian American and Latinos in 2021.° Community
organizations and researchers, including those at AAPI Data, have also engaged with
the Census Bureau on minimizing delays associated with the release of detailed
origin data from the 2020 Census.?° While the Census Bureau released various
disaggregated population data tables within one to two years after the April 2010
Census data collection, it did not release a timeline for a similar data release until
April 2022 after significant pressure and concerns raised by community
organizations and researchers. The Census Bureau currently estimates that it will not
be able to release disaggregated population data on Asian Americans, Native
Hawaiians and Pacific Islanders until August 2023.7

Community partners have also weighed in on Census Bureau outreach plans and
provided insights into messaging and motivations in the commmunity. Once the
Census went into the field, community partners engaged with the Census Bureau to
identify gaps in response rates and to deploy volunteers and resources to encourage
communities to participate in the Census. The COVID-19 pandemic showed the
importance of local partners grounded in the communities they serve as those
organizations could build census messaging into the new pandemic relief programs.
For example, food banks and vaccine drives set up by community organizations
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would also provide census messaging or even partner with the Census Bureau to
have enumerators on-site to get people counted.

Finally, community organizations as well as Census Bureau leaders have recognized
the importance of sustaining community partnerships beyond each decennial cycle.
In the past, the Census Bureau created national and regional community
partnership programs for decennial census outreach and education efforts, and
subsequently disbanded most of these networks after the conclusion of the census
data collection period.

Health and Human Services

Data on the health status and disparities of AA and NHPI communities was one of
the first areas where advocates saw the importance of disaggregated data and
successfully sought change. The Asian & Pacific Islander American Health Forum
(APIAHF) and the Association of Asian Pacific Community Health Organizations
(AAPCHO), both of which emerged out of advocacy efforts in response to the Heckler
Report, and their partner organizations have led efforts to increase the research and
available data on AA and NHPI health disparities. Through their advocacy efforts, the
National Center for Health Statistics began oversampling for Asian respondents in
the National Health Interview Survey (NHIS) and the National Health and Nutrition
Examination Survey (NHANES), and the revision of the standards for national
population health surveys to include 7 additional Asian categories (Asian Indian,
Chinese, Filipino, Japanese, Korean, Vietnamese, and Other Asian) and 4 additional
Native Hawaiian, and Pacific Islander categories (Native Hawaiian, Guamanian or
Chamorro, Samoan, and Other Pacific Islander) beyond the minimum OMB
standards, to comply with Section 4302 of the Affordable Care Act.

In 2010, APIAHF released a report, Native Hawaiian and Pacific Islander Health
Disparities, that summarized health disparities among Native Hawaiian and Pacific
Islander populations. The three main data sources were the federally-sponsored
National Health Interview Survey (NHIS), the Behavioral Risk Factor Surveillance
System (BRFSS), and the Youth Risk Behavior Survey (YRBS). Most of the data is
aggregated at the Native Hawaiian and Pacific Islander level, with some
disaggregation provided where possible. The authors also warned that small sample
sizes in these surveys yielded less reliable and less precise estimates, highlighting a
primary challenge to data equity for NHPI communities.

On the 30th anniversary of the Heckler Report, APIAHF, New York University Center
for the Study of Asian American Health, AAPCHO, Temple University Center for Asian
Health, and Asian American Research Center on Health sponsored a special issue of
the Journal of Healthcare for the Poor and Underserved: Shining the Light on Asian
American, Native Hawaiian, and Pacific Islander Health. The special issue
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summarizes the history of data equity and spotlights the advances made in health
disparity research as a result of the gains made in data equity.

In 2016, APIAHF released Public-Private Partnerships for Data Equity to

highlight recommendations and best practices for building partnerships between
community organizations and different levels of government in order to promote
data equity. The report includes policy recommendations for forming said
partnerships. It also includes a detailed history on advocacy efforts for health data
equity for AA and NHPI communities.

In response to the COVID-19 pandemic, Arab Community Center for Economic and
Social Services (ACCESS), APIAHF, the National Congress of American Indians (NCAI),
the National Urban League, and UnidosUS released Policy Recommendations:
Health Equity Cannot Be Achieved Without Complete and Transparent Data
Collection and the Disaggregation of Data. This brief provides policy
recommendations for improving data collection, reporting, and disaggregation by
state health data systems in order to better understand health inequities among
populations. It recommends data collection and reporting standards beyond the
1997 OMB standards. Out of this report emerged a guidebook for commmunity leaders
and advocates, Advocating for Data Disaggregation by Race and Ethnicity to help
jump start advocacy at the state level for changes to the state health data systems.

Education

Educational data equity has been another area with a lot of activity within the AA
and NHPI community. The National Commission on Asian American and Pacific
Islander Research in Education (CARE) in partnership with White House Initiative on
Asian Americans and Pacific Islanders (WHIAAPI), and support from ETS and Asian
Americans/Pacific Islanders in Philanthropy (AAPIP) began iCount, a campaign to
disaggregate AA and NHPI student data at the postsecondary level.?2 CARE also
collaborated with APIA Scholars to engage in research and produce a series of
reports that examine key issues affecting AANHPI student access and success in
higher education.? The campaign resulted in three reports that use available data
sources to highlight educational disparities among different AA and NHPI
subgroups and to call for systemic changes at the institutional, state and federal
levels in how educational data is collected and reported.

APIA Scholars also worked with institutional researchers in 2019 to examine data
equity practices at colleges and universities, specifically from federally designated
Asian American and Native American Pacific Islander Serving Institutions
(AANAPISIs). This research highlights the use of cross-sectional and longitudinal
institutional data in identifying the demographics of students participating in
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AANAPISI programs and the impact these programs have on driving AANHPI
student success.?*

The Southeast Asia Resource Action Center (SEARAC) has also been active in the
field. In 2013, SEARAC issued a report, Moving Beyond the "Asian” Checkbox (2013),
which examined the comments submitted to the U.S. Department of Education’s
Request for Information on data disaggregation to identify opportunities for,
challenges to, and existing models around large scale data disaggregation. In 2014
SEARAC led a national campaign, All Students Count, with local and national
partners to advocate for government agencies to adopt data disaggregation laws
and policies on AA and NHPI students. The effort helped to push Washington state,
Minnesota, Rhode Island, and New York to pass data disaggregation laws and
resulted in the U.S. Department of Education providing grant funding for states
looking to disaggregate data for AA and NHPI students. In 2020, SEARAC issued
Recommendations for Improved Federal Data on Asian Americans and Pacific
Islanders (AAPI) that recommended that Congress pass laws regarding
disaggregated data collection and a federal student-level data network to reduce
analytical burden of postsecondary institutions, that education data standards from
postsecondary institutions be revised, and that institutions themselves should be
updating their own data processes.

Housing

The premier national coalition of AA and NHPI organizations focused on housing
and community development, National CAPACD, has advocated for the Consumer
Financial Protection Bureau (CFPB) to include disaggregated AA and NHPI
categories in the Home Mortgage Disclosure Act (HMDA) reporting requirements.
Starting in 2018, HMDA data now includes detailed disaggregated AA and NHPI data
which allows for better tracking of the home mortgage industry and to identify
potential predatory or discriminatory practices. National CAPACD, in partnership
with the UCLA Asian American Studies Center and UCLA Center for Neighborhood
Knowledge, was able to leverage HMDA lending data and the Census Bureau's
American Community Survey (ACS) data for insights into the state of housing for
low-income AAPIs since the Great Recession in seven high-cost housing markets
and shows the importance of culturally competent housing counseling services for
low-income communities of color.®

Hate Crimes, Discrimination and Criminal Justice

The major advocacy priorities AA and NHPI communities for improved data
collection and disaggregation are around hate crimes and bias incidents,
employment discrimination, and incarceration.

Prior AA and NHPI Community and Researcher Efforts 21



AAPI Data | 2022 AA and NHPI Roadmap for Federal Data Equity

Since the backlash on Muslim and South Asian commmunities post 9-11, organizations
such as the Sikh Coalition, Sikh American Legal Defense and Education Fund
(SALDEF), South Asian Americans Leading Together (SAALT) and others have push
the federal government to collect more detailed data on bias incidents and
employment discrimination for South Asian, Muslim and Sikh communities. The key
point of contention is the lack of disaggregated data on religious discrimination. In
the Department of Justice’s 2016 report, Combating Religious Discrimination Today,
roundtable participants from various religious communities recommended the
following to improve data on justice issues:

1. More clear communication regarding what constitutes a hate crime and how
to report incidents.

2. Improve data collection on religious discrimination in the workplace to
address the problems of underreporting.?®

To address the data gap, community organizations have taken it upon themselves to
create databases to track incidents. SAALT released a report in 2001 that
documented media reports of bias incidents across the country against South Asian,
Muslim and Sikh commmunities post 9-1127 SALDEF in their 2020 National Sikh
American Survey asked respondents about feelings of acceptance and safety,
bullying, and discrimination.?® Stop AAPI Hate has collected self-reported data from
AA and NHPI community members experiences with anti-Asian hate incidents.?

On the employment discrimination front, the Ascend Foundation has published two
reports, one in 2016*° and one in 2020°% that examined EEOC data. Their analysis finds
that Asian Americans are overrepresented as employees as professionals but
underrepresented in executive leadership positions.

Finally, disaggregated data on prison populations is essential to show that Southeast
Asian and Pacific Islander communities are disproportionately impacted by mass
incarceration and subsequent mass deportation. Advancing Justice-Asian Law
Caucus outlined the issue in a blog post in 2016 and continues to work on the
intersectional issues of immigrant rights and criminal justice reform.>? A convening
in June of 2015 entitled AAPIs Behind Bars: Exposing the School to Prison to
Deportation Pipeline issued a report that presented the best available data on AA
and NHPIs in prison.3* Challenges to accurate data on the criminal justice system
include race data not being based on self-identification and most prison data
categorizes AA or NHPI data in an “Other” category along with American Indians,
Alaska Natives, and individuals who were multiracial or some other race. The report
used local arrest data to show that Southeast Asian and Pacific Islander youth had
extremely high arrest rates.
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Cross-Sector

The most influential cross-sector areas of advocacy is around the OMB statistical
standards on maintaining, collecting, and presenting federal data on race and
ethnicity. The AA and NHPI community is keenly aware of the importance of
minimum standards for increasing the availability of detailed data for our
communities. During the latest review of the standards initiated in 2016, NCAPA,
Advancing Justice-AAJC, APIAHF and SEARAC led a nationwide effort to mobilize AA
and NHPI community members to submit over 3,600 public comments advocating
for more detailed data collection and reporting.3*

The National Council of Asian Pacific Americans (NCAPA) has also led cross-sectoral
efforts to address data equity for AA and NHPI communities. In 2013, NCAPA
released a guide for researchers, titled Best Practices: Researching Asian Americans,
Native Hawaliians and Pacific Islanders. The guide covered challenges to AA and
NHPI data collection, disaggregation, and community involvement. Aimed primarily
at researchers in general, the guide has recommendations that should apply to
federal statistical agencies, such as creating inclusive advisory committees,
disaggregating data where possible and relevant, and working with AA and NHPI
communities to fill data gaps. As part of NCAPA's 2020 Policy Platform, data
disaggregation was a cornerstone of addressing AA and NHPI visibility. NCAPA
recommended that the OMB Race and Ethnic Standards for Federal Statistics and
Administrative Reporting should be updated to include provisions for more detailed
race and ethnicity data and to require agencies to justify cases where data does not
comply with the minimum standards.

Empowering Pacific Islander Communities’ (EPIC) Policy Platform for Native
Hawaiians and Pacific Islanders in the United States places data needs at the
forefront of their platform. To address the data needs of NHPI communities, the
platform recommends targeted special population research, oversampling of NHPI
communities in surveys, or pooling of survey data. In addition, EPIC recommends
better tracking how many federal research grants end up addressing NHPI issues
and how many NHPIs participate in federal programs.* To address the challenge of
access to data and visibility of NHPI coommunities, EPIC released a report in 2014
called Native Hawaiian and Pacific Islander Community of Contrasts in partnership
with Asian Americans Advancing Justice Los Angeles. The report was created with
the intention to serve as an additional tool for the NHPI community and others who
seek to better understand and serve this diverse community.®

One of the challenges of data collection, analysis, and dissemination for Native
Hawaiian and Pacific Islanders population is that for national surveys both
population groups are such a small proportion of the total population. So it becomes
difficult or costly to produce a statistically valid sample design at the national level
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while accommmodating the need for statistically stable estimates for NHPI
communities. While there are various methodologies that can address the issue,
such as oversampling or pooling of data, some NHPI advocacy groups have focused
on state and local efforts in geographic regions where NHPI communities make up a
large share of the population. For example, Center for Native Hawaiian
Advancement (CNHA) and other Native Hawaiian advocacy groups have focused on
getting the state and local government in Hawaii to collect and analyze
disaggregated data for Pacific Islander groups to help better understand the impact
of the COVID-19 pandemic and better tailor services to those populations. The
concentration of Pacific Islander populations in certain areas may make it easier to
collect sufficient sample sizes at the state or local scale. Guidance from federal
statistical agencies on how to collect, analyze and disseminate disaggregated data
and funding for local pilot programs may help jumpstart state and local efforts to
disaggregate data and also generate lessons that can be applied to the federal level.
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PRIOR INTERAGENCY
GOVERNMENT EFFORTS

President Clinton established the first White House Initiative on Asian Americans
and Pacific Islanders (WHIAAPI) and President’'s Advisory Commission on Asian
Americans and Pacific Islanders in 1999. An Interagency Working Group (IWG) of 32
federal departments and agencies was created to draft an integrated plan to
address the unmet needs of AAs and NHPIs. The Commission released a landmark
report in January 2001, A People Looking Forward: Action for Access and
Partnerships in the 2Ist Century. The report laid out five cross cutting priorities, one
of which was to “Improve Data Collection, Analysis, and Dissemination for Asian
Americans and Pacific Islanders,” recognizing that data drives implementation of all
federal programs. The lack of data often results in the exclusion of AAs and NHPIs
from those programs. The Commission report recommended full implementation of
the 1997 changes to the OMB data standards, encouraging statistical agencies to go
beyond the OMB standards through committing new resources or developing new
sampling, analytical or other methods, and building partnerships with community-
based partners and experts on AA and NHPI research.®”

After President Bush shifted the focus of WHIAAPI to business and economic
development and moved the initiative to the Department of Commerce,*® President
Obama brought WHIAAPI to the Department of Education and refocused the
Initiative on five “cross-cutting priorities: improving data collection, analysis and
dissemination of AAPI-specific information; ensuring linguistic and culturally
competent access to Federal programs and services; protecting civil rights and
equal opportunity; promoting and increasing Federal employment among AAPIs;
and increasing outreach and access to Federal grant opportunities and other
programs.”®

WHIAAPI's first report under the Obama Administration was Winning the Future: A
Roadmap for the Asian American and Pacific Islander Community. The report,
released in 2011, outlined the plans for 21 federal agencies to address AA and NHPI
community needs in the five priority areas. Ten of the agencies committed to
improving data for AA and NHPI communities.“°

In 2012, OMB released a statistical working paper, Federal Agency Approaches to
Providing Statistical Information on Detailed Asian and Native Hawaiian and Other
Pacific Islander Groups. The paper highlights work by federal agencies such as the
Census Bureau, and the Departments of Health and Human Services (HHS), and
Labor to expand race and ethnic categories for data collection and to provide more
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detailed statistics for AAs and NHPIs and other small groups through increasing
sample sizes, oversampling small groups, and pooling data across time.?

WHIAAPI and CARE co-hosted two iCount: Equity Through Representation
Symposiums in 2013 and 2015. Each two-day symposium highlighted the need for
disaggregated data for AA and NHPI students to reveal educational disparities
among AA and NHPI subgroups. Breakout sessions sought to generate best
practices to implement data disaggregation systematically.

In 2014, Building the American Mosaic: A Report from the President's Advisory
Commission on Asian Americans and Pacific Islanders highlighted data equity
efforts among federal agencies. These included the Department of Labor’'s analysis
of disaggregated data from the Current Population Survey; HHS expanding the race
and ethnicity standards for federal health surveys beyond the minimum OMB
standards, oversampling of Asian Americans in health surveys, and fielding the first
ever Native Hawaiian and Pacific Islander National Health Interview Survey (NHPI
NHIS); and the Department of Education’s Request for Information (RFI) about best
practices in the collection and utilization of disaggregated data on AAPI students.*?

Under the Trump administration, WHIAAPI was returned to the Department of
Commerce to again focus on businesses and economic development. WHIAAPI and
the President’'s Advisory Commission on Asian Americans and Pacific Islanders
issued a report in 2020, Advancing Economic Empowerment for Asian Americans
and Pacific Islanders. The report was released in the context of the growing COVID-
19 pandemic and made specific recommendations to expand national surveys to
measure the economic and social impact of the pandemic, increase tracking of bias
and hate crimes against AAs and NHPIs, and for disaggregating Asian ethnicity and
oversampling AAs and NHPIs in surveys.*
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CURRENT STATE OF DATA
EQUITY AT FEDERAL AGENCIES

This section seeks to set a baseline of the current status of data equity for a set of
federal agencies that cover priority issues for the AA and NHPI communities. This
snapshot is not exhaustive and is meant to provide AA and NHPI advocates
background information to engage with the federal agencies as they build out their
data equity initiatives. This report relies on publicly available information, including
such sources such as:

e Technical documentation of various surveys outline the type of race and
ethnicity data captured and how they are captured.

e Federal register notices for new statistical or data standards as well as call for
public comment were also Methods and sources

e The newly issued Data Equity Plans for key agencies as requested by the
Equitable Data Working Group

e Reports that specifically address data disaggregation or data equity for AA
and NHPI communities by a federal agency

Past administrations focused on data equity and disaggregation on a department or
agency level. The current push for data equity is taking a “whole-of-government”
approach, looking for opportunities at statistical agencies to go beyond coordinating
standards and to begin to look at combining data sets and leveraging underutilized
data. Much of the advocacy work has similarly been siloed around issue areas and
individual departments and agencies. There needs to be a more coordinated
approach to advocating for data equity in this policy environment.

The focus of the Biden administration on a “whole-of-government” approach to data
and racial equity presents a unique opportunity to put into place the systemic policy
changes and the staff and policy infrastructure for data equity while there is political
will to drive the process. Given uncertainties about the priority of future
administrations, it is imperative for federal agencies, commmunity and research
partners to work collaboratively and create innovative and lasting changes in the
data collection, analysis, and dissemination systems at the federal level and to
integrate the values and principles of data equity into those operations.
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INTERAGENCY EFFORTS

As with prior presidential administrations, the Biden administration has approached
data equity through interagency efforts that have variously served to inspire, guide,
and coordinate the activities and initiatives of several individual agencies.

Equitable Data Working Group and WHIAANHPI

Early in President Biden's administration, two executive orders firmly established
data equity for AAs and NHPIs as a priority for the administration. The first Executive
Order on advancing racial equity and supporting underserved communities, as one
of its actions, established the Equitable Data Working Group as part of a “whole of
government” approach to advancing racial equity.%

The administration also re-established WHIAAPI, renaming the Initiative to the
White House Initiative on Asian Americans, Native Hawaiians, and Pacific Islanders
(WHIAANHPI) and returning the Initiative to its first home of HHS. The Executive
Order also included the appointment of an AAPI senior liaison within the White
House and the re-establishment of the President's Advisory Commission on Asian
Americans, Native Hawaiians, and Pacific Islanders.*®

As data equity has become a top priority for the Biden administration, it has
produced a steady stream of reports on data equity including:

1. Presidential COVID-19 Health Equity Task Force Final Report and
Recommendations: This report includes a “Data, Analytics, and Research”
section that recommends standardizing demographic and socioeconomic
categories in data, including data disaggregation and collaboration among
Federal agencies and stakeholders to collect and disaggregate data on AAs
and NHPIs for measuring the socioeconomic and health impacts of the
pandemic and behavioral health.*®

2. Study to Identify Methods to Assess Equity: Report to the President: This study
from OMB summarizes the frameworks and actions taken by different federal
agencies in order to assess equity. It recommends data disaggregation as a
critical component of equity assessment, noting that many federal agencies
currently lack the expertise to make use of and disaggregate data.?”

3. A Vision for Equitable Data - Recommendations from the Equitable Data
Working Group: This report from the Equitable Data Working Group identified
key practices for achieving equitable data.*®

Current State of Data Equity at Federal Agencies 28



AAPI Data | 2022 AA and NHPI Roadmap for Federal Data Equity

A.

Make disaggregated data the norm while protecting privacy

Under this recommendation falls the Administration’s commmitment to
revise the standards for maintaining, collecting, and presenting federal
data on race and ethnicity taking into account the need for
disaggregated data for underserved communities and researchers.
OMB is already working on updated guidance to clarify what levels of
disaggregated data are already allowable under the current standards.
It is vital to encourage federal agencies to go beyond the minimum
OMB standards and work with community partners and researchers to
identify the AA and NHPI groups that are most in need of
disaggregated data. In addition, the Administration will invest in
existing surveys to expand sample sizes in order to create
disaggregated statistics and also look for alternative ways to create
disaggregated estimates, such as multiyear datasets and leveraging
administrative data, to create small population estimates in topics of
interest, particularly for NHPI communities. All of these methods will
increase availability of stable and usable statistics to describe all small
populations, especially for the emerging AA and NHPI populations.

Catalyze existing federal infrastructure to leverage underused data

The President’s FY 2023 budget request is funding the Census Bureau
to study the options for linking demographic data that the Census
Bureau collects with the administrative data from social safety net and
business assistance programs to understand how to improve equity
impact for those programs. Administrative data has some potential
benefits from survey data for AA and NHPI populations. For example,
many Asian immigrants have a difficult time navigating the public
benefit system and rely on community-based organizations to help
them. So for survey questions, they may not be providing the most
accurate information on which program they receive benefits from. The
administrative data for the social benefit agencies, if it can be tied to
demographic data from the Census Bureau, provides potentially more
accurate information on program participation and also may reduce
report burden on individuals.

Build capacity for robust equity assessments for policy making and
program implementation

The FY2023 budget request will build staff capacity for data equity work
to support the evidence-based policies consistent with the Evidence
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Act. The Administration will also leverage American Rescue Plan (ARP)
funds to support state, local, territorial, and Tribal data infrastructure to
allow for more disaggregated data collection. The potential for the
Administration to fund pilot projects will provide opportunities to
demonstrate best practices for implementing data disaggregation. In
partnership with community partners and researchers, the projects
could also be designed to address major priorities in AA and NHPI
communities.

D. Galvanize diverse partnerships across levels of government and the
research community

The Administration will prioritize building collaborations among federal,
state, local, territorial and Tribal governments to share data to better
evaluate social safety net programs. Best practices on how to protect
the data and how to ensure that the collection of the data does not
discourage program participation. The Administration will also seek to
create grants to support research by historically underrepresented
scholars to help build research capacity to address data equity.,
including those at Historically Black Colleges and Universities and other
Minority-Serving Institutions.

E. Be accountable to the American public

The Administration has committed to increased transparency and
accountability on the progress to data equity. This will take the form of
community engagement, reports and studies to measure progress
toward initiative goals, and building data tools (such as dashboards,
guery systems, and data visualizations) that are user-friendly, easy to
understand, and accessible and meaningful to communities. The
recommendations include funding for the Census Bureau to create and
host data equity tools in partnership with other agencies and
stakeholders.

Office of Management and Budget

The most recent review of the 1997 Standards for Maintaining, Collecting, and
Presenting Federal Data on Race and Ethnicity occurred in September 2016 when
the OMB published a Federal Register notice asking for comments in four areas:

1. Whether race and ethnicity data should be collected in a separate question
format or a combined question format;

2. The creation of a Middle Eastern and North African race category;
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3. Clarifying the minimum reporting categories; and

4. Changing the terminology used for race and ethnicity categories to reflect the
growing and changing diversity of our country.“®

Many of these recommmendations were based on extensive research and community
outreach by the U.S. Census Bureau and other federal agencies under the Obama
administration to greater accuracy and usefulness in the collection of race and
ethnicity data.

An interim report from the Federal Interagency Working Groups for Research on
Race and Ethnicity was issued in April 2017, along with a request for comments.>°
However, the Trump administration took no further action on the topic via OMB and,
consequently, the 2020 Census did not incorporate any of the recommended
changes. The Biden Administration has announced plans to revisit the OMB
standards, and this move is supported by a coalition of dozens of community
organizations and civil rights coalitions who signed and submitted a joint letter to
OMB in March 2022, urging the agency to “to take swift action to revive the revision
of the federal data standards” in order to “enhance the quality of data used by scores
of decision-makers in the public and private sector.”

CENSUS BUREAU

As the largest federal statistical agency, the Census Bureau is a key innovator in the
methods of collecting race and ethnic questions and is the gold standard on
collecting and producing data for AA and NHPI communities. Because the decennial
census underlies all federal surveys particularly in weighting of survey data, the
Census Bureau's question design for race and ethnicity are often adopted by other
agencies for their own surveys.

The Census Bureau has also recognized the importance of engaging communities
and other stakeholders in the entire data production process. For example, in both
the 2010 and 2020 Censuses, the Census Bureau created a vast network of partners
to encourage the public to participate in the Census, including partnerships with
community-based organizations, local businesses and associations, and other
groups who had a stake in obtaining an accurate count.®? After the completion of the
2020 Census, several community organizations, researchers, and private foundations
advocated for the preservation and continuation of these tribal, state, regional, and
local partnerships, and to make the community partnership programs evergreen
rather than be subject to a period of boom-and-bust cycles coinciding with each
decennial census.
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In its May 2021 meeting, the Census National Advisory Committee passed a
recommendation to create such an evergreen community partnership specialist
program, in line with advocacy efforts by entities such as Census Counts, the Census
Funders Initiative, and Census Legacies. In October 2021, the Census Bureau
accepted the recommendation,*® and has since created the Office of Strategic
Alliances to help maintain and build community and stakeholder partnerships on an
evergreen basis.>

Design and Development

The Census Bureau has done extensive research and testing of various formats for
guestions on race and ethnicity. These included testing of alternative question
formats during the 2010 Census and the 2015 National Content Test. These tests
looked at the impact on response rates and consistency of answers for combined
versus separate questions on race and ethnicity, the inclusion of a separate Middle
Eastern or North African category, and different instruction wording or question
terminology. The research informed the OMB's Federal Register Notice in 2016
calling for comments on the Standards for Maintaining, Collecting, and Presenting
Federal Data on Race and Ethnicity. While ultimately the federal government did
not move forward in adopting new standards for race and ethnicity data, the Census
Bureau did make modifications to their 2020 Census race and ethnic questions
while still conforming to the 1997 OMB standards.

The U.S. Census Bureau's scientific advisory committee advises the Bureau on
demographic, economic, and statistical research design and implementation as well
as other technical and operational matters.> Similarly, the Census Bureau's national
advisory committee advises on matters pertaining to historically undercounted
populations, including communities of color, immigrant communities, and those
experiencing language and other barriers. Both advisory committees provide
opportunities for external stakeholders and experts to weigh in on changes to data
collection on race and ethnicity.*® Public comments are accepted during these
advisory committee meetings and are treated as part of the public record.

The Census Bureau has embarked on a transformation and modernization process
that seeks to incorporate new methods and sources of data to improve data quality,
and to use an equity lens to incorporate alternative perspectives and diverse voices.
The Census Bureau intends to address racial equity by improving the quality and
utility of the data it produces; increase engagement with stakeholder, especially for
underserved communities; and build a culture of documentation and evaluation to
learn and share best practices internally and with the wider statistical commmunity.*’
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Compilation, Processing, and Analysis

Also for the 2020 Census, the Census Bureau expanded coding of race and ethnicity
variables to include categories that reflect changing demographics and
immigration patterns of the country and allowing for capturing up to 200 characters
in the 2020 Census (up from 30 characters in the 2010 Census) for all race and ethnic
write-in responses and increased the number of categories coded for each write-in
area from 2 codes to 6 codes. The code lists used to process the 2020 Census data,
and future Census Bureau surveys, were developed based on the results from
testing as well as stakeholder engagement. Through this process, the Census
Bureau expanded the number of unique codes for detailed Asian groups from 32
unique codes in 2010 to 63 unique codes in 2020. Some of those new codes include
Central Asians (individuals who identify as Afghan, Kazakh, Kyrgyz, Tajik, Turkmen,
and Uzbek). For the 2010 Census, there was no explicit code for Central Asians, while
Afghans were classified as White. For Native Hawaiian and Pacific Islanders, the
Census Bureau increased the number of unique codes from 29 in the 2010 Census to
51 unique codes in the 2020 Census. For both censuses there were 3 unique codes
for Native Hawaiians (Native Hawaiian, Hawaiian, and Part Hawaiian).

An area the Census Bureau needs to improve their engagement with stakeholders is
in regards to communicating about the new privacy methodology they have
implemented for the 2020 Census data products. The data user commmunity has
major concerns about the impact of differential privacy on the accuracy and
timeliness of the 2020 Census data products, particularly for detailed race and ethnic
origin data. The Census Bureau National Advisory Committee issued a series of
recommendations to improve the Census Bureau’s messaging around differential
privacy. The recommendations primarily center around making sure that
communications to the general public on differential privacy be accessible and
understandable and that the impacts of differential privacy on the accuracy and
usability of the 2020 Census data be clearly stated.>®

Dissemination and engagement

Data access and dissemination remain an area for improvement for the Census
Bureau. While data is readily available, the means of access have substantial barriers
of entry for non-expert users. The Census Bureau does have staff dedicated to
providing both in-person and virtual training to use the various platforms for data
dissemination that the Bureau has created.® The Census Bureau has also
undertaken pilot projects to create more integrated and user-friendly data
dissemination tools. For example the Census Bureau has created My Community
Explorer using ArcGIS Online. The tool pulls from a broad range of social, economic,
race, ethnicity, business, and community resiliency data to provide a one-stop tool to
examine statistics for any county in the country. The new initiatives to improve data
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access emphasize place and neighborhood, which tend to work for commmunities of
color that are highly concentrated or segregated by geography. For AA and NHPI
communities, which tend to be more dispersed, the Census Bureau also needs to
prioritize data tools at higher levels of geography, including at the national and state
level. The community-friendly tools that aggregate data across different tables and
sources of information will need to be disaggregated by race and ethnicity in order
to be meaningful and useful for AA and NHPI communities.®®

The Census Bureau has increased investment in community partnership programs
for each decennial census, having seen the value in these partnerships to increase
participation in the census in communities at risk for undercounts. In previous
censuses, the Bureau would let these partnerships go into hibernation. Realizing
that having to rebuild these partnership programs from scratch every decade was
inefficient, the Census Bureau has decided to invest in maintaining the community
relationships from the 2020 Census outreach effort by establishing an Office of
Strategic Alliances. The Office has set the following goals for itself:

e Engage with external entities to help promote education and respondent
participation in the decennial census, economic census, census of
governments, and other demographic and economic surveys.

e Engage with internal stakeholders who manage relationships with the Census
Bureau's partners, external stakeholders, and customers to leverage those
relationships to meet the objectives of the strategic plan and the needs of
program areas.

e Engage with external entities to leverage knowledge and data assets in the
modernization of Census Bureau data products, collection, acquisition, and
dissemination.

e Engage with external entities to seek feedback on their data needs and
identify data gaps to solve challenges related to their businesses,
organizations, or communities.

The Census Bureau also engages data users through the State Data Center network
that engages with state and local government data users and the Census
Information Center (CIC) network that aims to promote the use of Census Bureau
data products and services among underserved communities, such as communities
of color, rural communities, senior citizens, and children. There are currently 10 Asian
American-serving CICs and one Native Hawaiian-serving CIC. The CICs provide vital
feedback on Census data products and tools and provide examples of how Census
Bureau data is used to help the communities they serve. The CICs also promote data
accessibility and training to their communities.®
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HEALTH AND HUMAN SERVICES

Health disparities and access to disaggregated health data have been two primary
drivers in the push for data equity for AA and NHPI communities. Through persistent
advocacy efforts, both the National Health Interview Survey (NHIS) and the National
Health and Nutrition Examination Survey (NHANES) now oversample Asians, the
NHIS since 2006 and the NHANES since 2011. ®2For Native Hawaiians and Pacific
Islanders, the National Center for Health Statistics (NCHS) conducted the first ever
Native Hawaiian and Pacific Islander National Health Interview Survey (NHPI NHIS), a
survey of 3,000 NHPI households using the 2014 NHIS survey instrument. Public use
data from this survey was released in March 2017.%

For the NHIS, public data only reports Asian American estimates, while estimates for
AA and NHPI subgroups and Native Hawaiian and Pacific Islander in aggregate were
only available in the restricted use files due to confidentiality concerns. No NHPI
subgroup data is collected in NHIS. For NHANES, only Asian subgroup data is
collected, not Native Hawaiian and Pacific Islander subgroup data. For public data
products, only Asian aggregated data is reported. Native Hawaiian and Pacific
Islander data is not available separately in NHANES data releases.

The Office of Minority Health at HHS compiled and periodically updates a
Compendium of Federal Datasets Addressing Health Disparities. The compendium
sets out to “provide a one-stop shop for understanding the landscape of federal
datasets related to health equity, and ultimately, can help to shape and inform the
development of effective programs, policies, and practices."®*

BUREAU OF LABOR STATISTICS

The Bureau of Labor Statistics (BLS) is charged with producing the data the
government needs to monitor labor markets, price changes, working conditions,
and labor force productivity in the U.S. The BLS's primary data source is the Current
Population Survey (CPS), which is administered by the Census Bureau. In the past,
the Department of Labor has leveraged the CPS to highlight challenges faced by
Asian American labor force during and after the Great Recession of 2008. A series of
reports in 2011, 2014, and 2016 showed an evolution in analysis from only focusing on
Asian Americans in aggregate in the 2011 report, to expanding the analysis to
detailed Asian ethnic groups and including analysis of the impact of the Great
Recession on Native Hawaiians and Pacific Islanders in the 2014 and 2016 reports.
Both the 2014 and 2016 reports show the importance of access by researchers to
microdata. Regression analysis of CPS microdata was able to show that AA and NHPI
workers who had similar characteristics, such as age, gender, marital status,
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education, and citizenship, and similar jobs earned less than non-Hispanic White
workers. AA and NHPI workers also had higher unemployment rates than non-
Hispanic workers with similar characteristics.

The Department of Labor’s Equity Action Plan outlines a number of data equity-
related priorities.®

e ‘“Understanding—and improving—the equity data we collect: Advancing
equity requires data in order to assess the needs of underserved populations,
the scope of existing programs, and the impacts of potential interventions.
Last year, DOL conducted an inventory of the equity-oriented data collected
by agencies to better understand where there are gaps in necessary data and
opportunities for addressing those gaps. One issue identified by this inventory
involves missing demographic data for program participants, including
employment and training programs, which makes it more difficult to assess
whether those programs are reaching our nation's workers. ETA thus
launched an analysis to better understand the extent of missing demographic
data, its impact on interpreting program data, and options for improving data
quality. Lessons from this project are being applied to other programs
(including new grant initiatives, within the bounds of federal
nondiscrimination law), to expand the collection of demographic data and
improve its quality, and to strengthen analyses of equitable access to
programs and services.”

e ‘“Lack of disaggregated data on program access by demographic
characteristics prevents regular equity tracking that could promote
accountability and inform changes to program laws and administration”

e ‘“Create new indicators of program access and barriers to identify equity gaps
using Ul program data, including key measures like application, recipiency,
denial, and timeliness rates broken out by demographic groups (especially
race, ethnicity, education, age, gender, disability status, geographic area, and
language proficiency)”

DEPARTMENT OF JUSTICE

With an increase in incidents and coverage of anti-Asian bias incidents and hate
crimes since 2020, issues related to reporting, categorizing, and sharing of anti-Asian
hate crime statistics have come to the fore. The Department of Justice (DO3J) has
directed the Federal Bureau of Investigation to update their Crime Data Explorer
web tool to spotlight anti-Asian hate crimes and provide scenario-based training in
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their data collection training manual for state and local partners to improve the
collection of anti-Asian hate crimes data. ©®

On May 20, 2022, the Department of Justice released a special report, Raising
Awareness of Hate Crimes and Hate Incidents During the COVID-19 Pandemic.?’ The
report cited FBI Hate Crimes Statistics showing an increase in reported hate crimes
against Asians/Asian Americans, Native Hawaiians, Pacific Islanders, and Black
communities. The report also cited Stop AAPI Hate's efforts to document hate
crimes and incidents. The report also found serious underreporting and
nonreporting of hate crimes by local law enforcement agencies to the FBI's Uniform
Crime Reporting (UCR) program. DOJ’s National Crime Victims Survey also shows
that about 42 percent of violent hate crimes were not reported to law enforcement.
The report makes a series of recommendations aimed at building awareness about
hate crimes, working with communities to address hate crimes issues, and creating
opportunities to build alliances and understanding across all communities.

To address these issues around underreporting and , the DOJ FY 2023 Budget asks
include investments in the volume, quality, and analysis of data collected by the
National Incident-Based Reporting System, the successor system to the previous
Summary Reporting System used by the UCR program, and improving the National
Crime Victimization Survey to improve coverage of historically underserved
communities.

Anti-Asian hate crimes are not the only criminal justice data set for which data
disaggregation helps to provide higher quality information about community
experiences. Surveys conducted by the Bureau of Justice Statistics include questions
on race and ethnicity detailing statistics related to crime and prisoner populations,
with separate categories for Asian and Native Hawaiian and Pacific Islander. Most
statistical reports from the Bureau, however, continue to combine AAs and NHPIs
into one reporting category rather than the two separate categories of Asian only
and Native Hawaiian and Pacific Islander only. Lack of data on AAs and NHPIs in
criminal justice statistics is one of the reasons why these commmunities have been left
out of the criminal justice debate, despite indications that incarceration rates are
increasing for AAs and NHPIs, particularly for Southeast Asians and Pacific
Islanders.®®

DOJ will also seek to develop findings and recommmendations for improved data
collection and equity performance metrics and reporting by grant recipients,
including establishing criteria by which the Department and its grant-making
offices can hold themselves accountable and measure success for improving equity
through DOJ programs. This will include, but is not limited to, improved Title VI and
Safe Streets Act data collection.®®
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DEPARTMENT OF EDUCATION

In May of 2012, the Department of Education issued a Request for Information (RFI)
on data disaggregation for AA and NHPI students and use cases for planning and
programming.’® This RFI was aimed at collecting best practices and policies for state
and local education agencies, schools, and higher education to overcome challenges
in collecting and disseminating AA and NHPI subgroup data. The RFl was not aimed
at changing Federal educational data reporting requirements.

Separate statistical standards for the National Center for Education Statistics (NCES)
were also revised in 2012. These standards are designed to guide the NCES staff and
contractors in the design and implementation of data collection, analysis and
dissemination activities. These standards adhere to the 1997 OMB standards with
Asians in a separate category from Native Hawaiians and Pacific Islanders, but,
where sample size makes it possible, allow for the collection of additional AA and
NHPI subgroup data.

National Forum on Education Statistics issues a Forum Guide to Collecting and
Using Disaggregated Data on Racial/Ethnic Subgroups to inform state and local
policymakers about what data disaggregation is, how it benefits schools to collect
and analyze this data, and best practices to implement when adopting data
disaggregation to existing data collection processes.”

The Department of Education regularly conducts the Civil Rights Data
Collection(CRDC). The CRDC collects data on student enrollment and educational
programs and services by race and ethnicity, sex, limited English proficiency, and
disability. The CRDC only began to collect Asian student data separately from Native
Hawaiian and Pacific Islander students in the 2011-12 school year, and detailed AA
and NHPI categories are yet to be collected. The data is used by the Department of
Education Office for Civil Rights to enforce the civil rights laws and by other
education policymakers and researchers.”

The 2022 Agency Equity Plan has outlined a plan to build an Equity Dashboard
populated with metrics recommended by the National Academies of Sciences
report, Monitoring Educational Equity.”

HOUSING AND URBAN DEVELOPMENT (HUD)

HUD's Equity Action Plan focuses on bringing an equity lens to procurement, fair
housing and civil rights resources, homeownership, and homelessness. Data plays a
critical role in tracking and evaluating the implementation of the Equity Action Plan,
but no specific data equity issues for AA and NHPI were identified in the plan.
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To comply with a 2009 Congressional mandate to assess Native American housing
needs, HUD undertook a study of the housing needs of Native Hawaiians living in
Hawaii. The report found a significant need for affordable housing and less crowded
housing by Native Hawaiians, especially by those on the waitlist for homestead
leases on Hawaiian homelands.”

One area of innovation that HUD researchers are contributing is merging two
different datasets to create more detailed characteristic data. The CoC Analysis Tool:
Race and Ethnicity combines ACS characteristics data with Point-In-Time Count
data to help identify possible racial disparities in homelessness in Continuums of
Care areas. Unfortunately the tool is not yet able to provide detailed AA and NHPI
group estimates.” HUD also put out a guide titled COVID-19 Homeless System
Response: Data & Equity: Using the Data You Have to help service providers leverage
data to identify disparities and achieve more equitable outcomes.”

CONSUMER FINANCIAL PROTECTION BUREAU

The Consumer Financial Protection Bureau (CFPB)’s collection of Home Mortgage
Disclosure Act (HMDA) data may also serve as an excellent model for federal
agencies in implementing disaggregated data practices. HMDA data have included
detailed race and ethnicity categories starting with the 2018 data.

HMDA data in 2018 began allowing for the collection of applicant and co-applicant
information for detailed Asian, Native Hawaiian and Pacific Islander groups. Up to
five race categories and five Hispanic/Latino categories could be collected for the
applicant and the co-applicant. Write-in options for both race and Hispanic
categories were available. However, the option of self-reporting race at an
aggregated level is also possible, Observed data collection either by visual
observation or surname identification, were also allowed in cases where the
applicants did not self-identify. CFPB’s own analysis of the HMDA data showed a
wide variation among Asian and NHPI subgroups in terms of credit scores, incomes,
combined-loan-to-value ratios and debt-to-income ratios, making it clear that
aggregated data hides existing disparate outcomes in housing markets for AA and
NHPI communities.

SOCIAL SECURITY ADMINISTRATION

The collection of race and ethnicity data from Social Security applications has always
been voluntary because the data was not essential to the administration of the
program. However, changes over the years reduced the utility of the race and

Current State of Data Equity at Federal Agencies 39



AAPI Data | 2022 AA and NHPI Roadmap for Federal Data Equity

ethnicity data collected through Social Security applications. In 1980, the SS-5
application forms began to indicate that race and ethnicity responses were
voluntary. In 1986, the Tax Reform Act of 1986 required taxpayers claiming children as
dependents to obtain a Social Security number (SSN) for each child aged 5 or older.
Currently, nearly all applications are collected electronically either at birth or upon
entry into the United States. For both application methods, race or ethnicity is not
collected by SSA, due to the information not being essential to the administration of
the program and restrictions on data sharing. Instead, the SSA researchers rely on
using SSN as a record link to connect administrative and survey data to obtain race
and ethnicity data for program evaluation. SSA works primarily with the Current
Population Survey, the American Community Survey, the Survey of Income and
Program Participation and the University of Michigan's Health and Retirement
Study.”

Challenges remain with the analysis and dissemination of data on AAs and NHPIs
from the SSA. A quick overview of the SSA’s Research, Statistics & Policy Analysis web
site shows many instances where tables with published data on race and ethnicity
do not include data on AAs and NHPIs or the data is aggregated together, contrary
to the 1997 OMB standards. With the rapid growth in Asian American seniors, it is
essential that disaggregated data be collected and reported. The growth in the
Asian American senior population will further overwhelm any Native Hawaiian and
Pacific Islander data if aggregated data continues. In addition, disaggregated data
will help refine any analyses due to the different immigrant waves and
socioeconomic experiences among Asian American communities.

EQUAL EMPLOYMENT OPPORTUNITY COMMISSION

The Equal Employment Opportunity Commission (EEOC) collects workforce data
from employers. Reporting by employers include separate categories for “Asian” and
“Native Hawaiian or Other Pacific Islander” in compliance with the OMB statistical
standard. In addition, the EEOC also expanded the number of AA and NHPI national
origin groups collected in their charge data to 12 categories: Cambodian, Chinese,
Filipino, Hmong, Indian, Japanese, Korean, Laotian, Pakistani, Thai, Taiwanese, and
Vietnamese.

The EEOC provides key data to the public on employment statistics, complaints of
employment discrimination, and enforcement, including charge data collected from
people alleging they have been discriminated against by a private, state, or local
employer.
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EEO-1 Data is most easily accessed from the EEOC Explore Tool and the EEO-1 Public
Use File.”® The tool is relatively new and only has data from Fiscal Year 2014 — 2018.
The EEOC is working to add more data to the website.

Federal sector data are most easily found in the federal sector annual reports. The
reports, especially the workforce tables, provide disaggregated data about Asians
and Native Hawaiians/Pacific Islanders.”

Public access to charge data is less straightforward. The EEOC itself has published
disaggregated charge data of AA and NHPI in two recent data highlights: The
Continuing Impact of Pay Discrimination in the United States® and Sexual
Harassment in Our Nation's Workplaces ®

While not statistical data, the EEOC also periodically publishes selected cases lists
including one on Asians and Pacific Islanders and another for the Muslim, Sikh, Arab,
Middle Eastern and South Asian Communities.??
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RECOMMENDATIONS AND
NEXT STEPS

Asian American, Native Hawaiian, and Pacific Islander (AA and NHPI) communities
have long relied on timely and accurate data and research to ensure that public and
private programs are adequately addressing community needs. The Biden
administration has shown a strong commitment to advancing racial equity through
improved research and data collections across federal agencies, and this has
included the establishment of the Equitable Data Working Group as part of a “whole
of government” approach to advancing racial equity.

In April 2022, the Equitable Data Working Group released a report with its initial set
of findings and recormmendations for action, which we have summarized earlier in
this report. Many of these recommendations are in line with AAPI Data’s framework
to achieve large-scale impact called DNA: Data, Narrative, Action.®® As the Equitable
Data Working Group report notes, improvements in data standards are necessary to
achieve data equity, but are not sufficient to do so by themselves. Actions are
needed, including increased investments in innovative methods to collect and
analyze data pertaining to smaller populations who have been historically
underserved, increased support for scholars who study marginalized populations,
and improvements in the ways that data are shared back with communities.

When it comes to building better data dashboards, queries, and visualizations, we
see a lot of room for improvement for federal agencies. For example, the April 2022
report of the Equitable Data Working Group points to the U.S. Census Bureau'’s
Community Resilience Estimates for Equity as “an easily understood metric for how
vulnerable every neighborhood in the United States is to the impacts of disasters,
including COVID-19."% Our review and assessment of the linked data tool, however,
indicates that most community members as well as policy makers and other
decision makers would find the volume of data provided to be non intuitive,
complicated, and confusing.

We recommend that federal agencies could learn from best practices in data
accessibility from private-sector organizations, many of whom have produced user-
friendly, interactive data dashboards on topics such as the New York Times
dashboard on COVID-19 case rates and the AARP’s Livability Index that enables
comparisons across geographic areas and “deeper dives” into particular indicators.
Creating a pipeline of data reporting and visualization talent could help federal
agencies build the kind of innovative capacity they need in order to make data more
accessible and useful.
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Finally, several tools such as Community Resilience Estimates for Equity provide
place-based measures of community vulnerability that summarize across racial and
ethnic groups in a particular geographic area rather than providing race-specific
measures of vulnerability for cormmunities in that area. While this kind of race-
specific measure of vulnerability may not be possible for small geographic areas due
to sample size and data privacy concerns, federal agencies should implement data
tools that can be disaggregated by race and ethnicity at levels of geography with
sufficiently large populations, including at the level of metropolitan area, state, and
nation.

In addition to actions, which can take the forms of improvements in government
policies, practices, and investments by government agencies and programs, it is also
vital for federal government agencies to consider the role of community narrative in
shaping federal data equity strategies and priorities. By building stronger
relationships with community organizations and recognizing their subject matter
expertise through oral histories and lived experiences, federal agencies can help
ensure that their data and research are seen as meaningful and legitimate among a
range of stakeholders, including historically marginalized populations. Some aspects
of narrative can be subsumed under the rubric of data, with smaller-scale qualitative
data collections that can be used as exploratory or explanatory research in
conjunction with larger-scale data collections. More expansively, however, narratives
can be critical in shaping the ways that data collections are designed and
understood, and the ways that data products are marketed, made accessible, and
rendered meaningful to historically marginalized communities.

Additional recommendations on advancing data equity come from the September
2021 NCAPA coalition letter that was developed in partnership with community-
engaged researchers. These include:

1. Creating additional case studies and pilot research and implementation
programs by the Equitable Data Working Group that are specific to AA and
NHPI communities and that can offer insights that can inform the work of
various federal agencies;®

2. Updating the federal minimum standard for data collection across all relevant
agencies that expands upon the categories used in the 2020 Census and
American Community Survey, so as to include smaller Asian American, Native
Hawaiian, and Pacific Islander populations;

3. Creating pilot program(s) or incentivize agencies to expand their current data
collection categories for AA and NHPIs beyond the newly created federal
Mminimum standard;
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4. Ensuring adequate discretionary funding to all federal agencies to meet new
data equity standards and requirements;

5. Committing the Domestic Policy Council to submit an annual public report
regarding federal agencies’ data practices and progress federal agencies are
making towards the disaggregation of AA and NHPI data into recommended
expanded categories;

6. Ensuring the inclusion of commmunity and scientific expert voices, in all stages
of federal statistical data collection, including its design and development,
collection, compilation, processing, analysis, dissemination, and preservation;
and

7. Creating and supporting a scientific advisory committee and a community
advisory committee on data equity, similar to the structure adopted by the
U.S. Census Bureau, with significant representation by Asian Americans,
Native Hawaiians, and Pacific Islanders.

To these recommendations, we add two more that have emerged from community
concerns about delays associated with the release of detailed origin data from the
2020 Census:®®

8. Prioritizing timeliness between completion of data collection and reporting
data back to community members; and

9. After the dissemination and outreach phase associated with data products,
engaging with community members and researchers on evaluation and
changes to data criteria and data systems.

For over two decades, the top priority of AA and NHPI communities with respect to
data equity has been on data disaggregation, meaning the production of detailed
origin/ethnicity data. Moving forward, it is clear that our communities’ agenda with
respect to data equity can be characterized as “disaggregation plus,” meaning that
improved federal standards for data collection remain a high priority, but the focus
has expanded to include other important factors such as timeliness, accessibility,
human-centered design, community inclusion, and federal agency recognition of
subject matter and population expertise among community organizations and
researchers alike.

Recommendations and Next Steps 44



AAPI Data | 2022 AA and NHPI Roadmap for Federal Data Equity

TERMINOLOGY AND GLOSSARY

Research pertaining to federal agencies, data collections, racial equity, and
communities of color often involves the use of specialized terms and acronyms. In
some instances, there are also multiple and alternative terms that are used to
describe racial and detailed origin populations as well as concepts, measures, and
indicators related to various outcomes and processes. Below, we provide a
description of terms used frequently in this report.

FEDERAL AGENCIES

OSTP - Office of Science and Technology Policy, part of the Executive Office of the
President, advises the President “on the scientific, engineering, and technological
aspects of the economy, national security, homeland security, health, foreign
relations, and the environment.” (Source: Office of Science and Technology Policy
(White House) https://www.whitehouse.gov/ostp/)

OMB - Office of Management and Budget, part of the Executive Office of the
President, is responsible for developing the federal budget, managing work across
federal agencies, and coordinating and reviewing all significant federal regulations.
(Source: Office of Management and Budget (White House)
https://www.whitehouse.gov/omb/)

COMMUNITY ORGANIZATIONS

NCAPA - The National Council of Asian Pacific Americans
APIAHF - Asian and Pacific Islander American Health Forum
CNHA - Council for Native Hawaiian Advancement

EPIC - Empowering Pacific Islander Communities

National CAPACD - National Coalition for Asian Pacific American Community
Development

SAALT - South Asian Americans Leading Together
SALDEF - Sikh American Legal Defense and Education Fund

SEARAC - Southeast Asia Resource Action Center
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RACE AND ETHNICITY CATEGORIES?®’

American Indian or Alaska Native - A person having origins in any of the original
peoples of North and South America (including Central America) and who maintains
tribal affiliation or commmunity attachment.

Asian - A person having origins in any of the original peoples of the Far East,
Southeast Asia, or the Indian subcontinent including, for example, Cambodia, China,
India, Japan, Korea, Malaysia, Pakistan, the Philippine Islands, Thailand, and Vietnam.

Black or African American - A person having origins in any of the Black racial
groups of Africa.

Hispanic or Latino — A person of Cuban, Mexican, Puerto Rican, Cuban, South or
Central American, or other Spanish culture or origin, regardless of race.

Native Hawaiian or Other Pacific Islander — A person having origins in any of the
original peoples of Hawaii, Guam, Samoa, or other Pacific Islands.

White — A person having origins in any of the original peoples of Europe, the Middle
East, or North Africa.

Asian American - Term used by community organizations, researchers, journalists,
and public agencies to refer to residents of the United States who self-identify as
Asian with respect to race or as one of the detailed Asian racial categories. Asian
American should not be hyphenated.

Native Hawaiian or Pacific Islander or NHPI - Alternative term for the racial
category of Native Hawaiian or Other Pacific Islander as currently maintained by the
1997 OMB standards.

AA and NHPI - Acronym that recognizes the fact that Asian American and NHPI are
separate racial categories per the 1997 OMB standards.

AAPI - Asian American and Pacific Islander. Term has less common usage today,
given that it does not explicitly mention Native Hawaiian as part of the NHPI racial
category.

API - Asian Pacific Islander. Term in infrequent use today, given that Asian American
is the preferred term to refer to residents of the United States who self-identify as
Asian or as one of the detailed Asian racial categories.

APA - Asian Pacific American. Legacy term that is used by several organizations
founded prior to the 1997 OMB standards on race and ethnicity.

APIA - Asian and Pacific Islander American. Legacy term that is used by several
organizations founded prior to the 1997 OMB standards on race and ethnicity
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Denice Ross

U.S. Chief Data Scientist

NSTC Subcommittee on Equitable Data
Office of Science and Technology Policy

Re: 87 FR 54269 - Request for Information; Equitable Data Engagement and
Accountability

Dear Ms. Ross,

On behalf of the American Educational Research Association (AERA), thank you for the
opportunity to provide feedback to the Request for Information (RFI) on Equitable Data
Engagement and Accountability.

AERA is the major national scientific association of 24,000 faculty, researchers,
graduate students, and other distinguished professionals dedicated to advancing
knowledge about education, encouraging scholarly inquiry related to education, and
promoting the use of research to improve education and serve the public good. In their
work, many of AERA’'s members address persistent inequities in educational systems
and seek to understand family, community, and economic structures that contribute to
inequities. In working toward creating more equitable and inclusive educational
systems, our members rely on federal data sets, including those collected by the
National Center for Education Statistics (NCES) and the National Center for Science
and Engineering Statistics (NCSES), and receive research grants from federal
agencies, including the Institute of Education Sciences (IES) and the National Science
Foundation (NSF).

We appreciate the work of the Equitable Data Working Group that resulted in the
recommendations in the report, A Vision for Equitable Data. We look forward to working
with the NSTC Subcommittee on Equitable Data in implementing the vision for data
disaggregation, access, and accountability articulated in the report. In this response, we
are focusing our remarks primarily on NCES, because of its long-term engagement in
data innovation, access, and use and the potential of this agency for further
advancement of OSTP’s equity agenda.

We are responding to questions 1-4 and 7 in the RFI.

Facsimil_ e http://www.aera.net




1. What are examples of successful collaborations involving equitable data between the
Federal government and (a) Tribal, territorial, local, and State governments, or (b) local
communities?

The National Academies of Science, Engineering, and Medicine provided
recommendations to establish a system of indicators to better understand and combat
inequity in the United States’ education system in the 2019 report, Monitoring
Educational Equity." NCES is currently developing an equity dashboard that will
implement many of the recommendations from this report.

As the subcommittee considers how best to address the report’s broader implications
(e.g., with states), we can point to a few examples of ongoing collaborations across the
federal government and state and local governments:

o The National Center for Education Statistics (NCES) has provided funding and
technical assistance for the Statewide Longitudinal Data Systems (SLDS)
program dating back to the first awards in (FY 2006) to 14 states. During the FY
2019 grant cycle, states had the option of addressing equity in education as a
priority in their data systems, with an additional option to test a school-level
poverty measure as an alternative to free-and-reduced-price lunch eligibility.
State education officials have partnered with NCES, participate in in conferences
to share best practices, and develop resources shared across states on data
governance, access, and interoperability.

¢ |n administering the National Assessment of Educational Progress (NAEP),
NCES works closely with state assessment coordinators and local coordinators
who represent districts participating in the Trial Urban District Assessment
(TUDA). These partnerships help in building trust and implementing feedback
from state and district officials for NCES to ensure a representative sample for
NAEP subject and Long-Term Trend assessments.

¢ Recent efforts to provide real-time data, particularly the Census Household Pulse
Survey and the NCES School Pulse Panel, have engaged local stakeholders and
provided timely information on the impact of the COVID-19 pandemic on
individuals and schools.

e NCES and the Census Bureau are also working with states on reporting school-
level finance data. This collaborative process has informed the refinement of data
collection practices that will serve as a resource for states as the pilot School-
Level Finance Survey transitions to a mandatory collection to align with the Civil
Rights Data Collection (CRDC).

2. Among examples of existing Federal collaborations with (a) Tribal, territorial, local,
and State governments or (b) local communities involving equitable data, what lessons
or best practices have been learned from such collaborations?

In collaborating with state and local stakeholders on activities involving equitable data,
federal agencies need to build trust and collective support for shared goals. This can be
done through building connections through existing networks; engendering mutual



support across states, districts, and local communities; and ensuring that local needs
are being met.

To highlight one example highlighted in question 1, in a report detailing the progress of
piloting the School-Level Finance Survey, NCES identified several challenges in testing
the data collection: clearly communicating the importance of collecting data, lack of
procedures for school-level reporting, and state legal requirements. Providing training
and technical assistance and adjusting to local context is key to the success of
collaborations involving federal agencies and state, local, and community stakeholders.

3. What resources, programs, training, or other tools can facilitate increased data
sharing between different levels of government (Tribal, territorial, local, State, or
Federal) related to equitable data?

We strongly support recent efforts to make data more accessible for use in
policymaking and in research. The Foundations of Evidence-based Policymaking Act
(Evidence Act) and the authorization of the National Secure Data Service (NSDS) in the
CHIPS and Science Act have been important steps to facilitate linkages across data in
the federal government that are frequently siloed. As the implementation of the
Evidence Act and the development of the NSDS continue, we encourage the Office of
Science and Technology Policy (OSTP) and the Office of the Chief Statistician to
provide guidance for linking data within the NSDS to facilitate access to disaggregated
data while also maintaining privacy and confidentiality.'

4. What resources, programs, training, or other tools can expand opportunities for
historically underrepresented scholars and research institutions to access and use
equitable data across levels of government?

We applaud OSTP for expanding public access to research and data resulting from
federal funding immediately upon publication in the memorandum, Ensuring Free,
Immediate, and Equitable Access to Federally Funded Research. This is an important
step that reaffirms the administration’s commitment to scientific integrity and open
science. This is one avenue that will also be helpful in increasing opportunities for
historically underrepresented scholars to examine equitable data in their work.

Federal agencies can take several additional steps to expand access to and use of
equitable data, including in partnership with state and local agencies:

¢ Expanding grant opportunities for research use of data. One example of this
ongoing work is the Using Longitudinal Data to Support State Education
Policymaking research grant program that IES launched in FY 2021. This grant
program develops partnerships between state departments of education and
researchers to examine state data to improve educational outcomes.

e Building infrastructure to support research and data capacity within emerging
research institutions. We appreciate the inclusion of the new NSF program,
Growing Research Access for Nationally Transformative Equity and Diversity
(GRANTED), as an example of this work in the Equitable Data Working Group




report. Programs like GRANTED and NSF INCLUDES, and ongoing activities
seeking to broaden the institutions receiving IES research grants' are especially
important in expanding access to equitable data.

¢ Building on the momentum of the OSTP memo, promoting the use of trusted data
repositories and encouraging partnerships between agencies and existing
repositories.’ IES, NSF, and the National Institutes of Health have all provided
guidance for developing data management plans that include details on how data
from research grants will be stored. Federal agencies have also provided data
sets for open, public access through data.gov. As important as this resource is,
more can be done to provide information on restricted-use access to data,
including survey data and administrative data for research use, and to expand
policies and best practices for sharing data while preserving privacy and
confidentiality. Along with the NSTC May 2022 report, Desirable Characteristics
of Data Repositories for Federally Funded Research, IES recently released a
guide to sharing data for education researchers that could be an example for
additional guidance related to equitable data.v!

o Developing policies that can further facilitate research using equitable data by
historically underrepresented researchers and institutions of federal research
grants. These activities could include providing funding for course buyout and
supporting training programs that engage emerging research institutions as lead
partners with research-intensive universities in research that incorporates
equitable data. It also could and should include supplemental funding as
incentives to cultivate systemic change—ranging from postdoctoral positions for
underrepresented early career scholars to collaborative partnerships with
minority serving institutions.

7. In which agencies, programs, regions, or communities are there unmet needs, broken
processes, or problems related to participation and accountability that could be
remedied through stronger collaborations and transparency around equitable data?

We encourage OSTP and the NSTC Subcommittee on Equitable Data to reaffirm the
role that federal statistical agencies have in collecting and reporting equitable data.
Most relevant for education research, we call attention to the need for sufficient funding
and staff for NCES, particularly for two of its key programs that produce equitable data.

NCES Longitudinal Studies

NCES longitudinal studies have been important for understanding contextual factors
that administrative data may not capture and are of particular value for education
researchers and policymakers. As an example, NCES recently released data from the
Baccalaureate and Beyond survey highlighting the experiences of 2015-16 college
graduates during the COVID-19 pandemic. As one key finding, Black graduates who
received federal student loans on average owed more than 103 percent of the original
amount they borrowed, compared to 73 percent owed by White graduates."i



With the disruption and resulting impact that the COVID-19 pandemic has had across
educational systems, students, the educator workforce, and communities, NCES
longitudinal studies are even more essential for understanding the long-term effects and
potential disparities on academic and non-academic outcomes. Robust resources and
staff are essential for NCES to maintain these important equitable data indicators.

Statewide Longitudinal Data Systems

As important as administrative data systems have been to be able to examine
intertwined aspects of equity among education, justice, health, and additional services,
the SLDS program in particular has remained constrained. The SLDS program funded
28 states during the FY 2019 competition, with an average grant award of $3.3 million.
Despite the number of states that received grants, 16 SLDS grant applications from
states were not funded as part of the FY 2019 grants. In addition, due to essentially
frozen funding for SLDS and the focus on one priority area (a decrease from two in prior
years), the maximum amount for the grants awarded during this most recent cycle was
lower than in previous competitions.

The research use of these systems has the potential to detail disparities that can inform
policy solutions within state and local agencies. We strongly encourage increases into
the investment for SLDS to allow NCES to continue to support current grants to state
agencies on its current four-year cycle and to compete “off-cycle” grants that would
address emerging equity issues. Increasing funding for SLDS also would expand the
capacity and infrastructure for states and school districts to collect and report equitable
data.

Thank you once again for the opportunity respond to this request. Please do not
hesitate to call upon AERA if we can provide additional to help inform the work of the
NSTC Subcommittee on Equitable Data.

Sincerely,

Felice J. Levine, PhD

i National Academies of Sciences, Engineering, and Medicine. (2019). Monitoring Educational Equity.
Washington, DC: The National Academies Press. https://doi.org/10.17226/25389.

i Cornman, S.Q., Reynolds, D., Zhou, L., Ampadu, O., D’Antonio, L., Gromos, D., Howell, M., and
Wheeler, S. (2019). The Feasibility of Collecting School-Level Finance Data: An Evaluation of Data From




the School- Level Finance Survey (SLFS) School Year 2014—15 (NCES 2019-305). U.S. Department of
Education. Washington, DC: National Center for Education Statistics. Retrieved from
http://nces.ed.gov/pubsearch/pubsinfo.asp?pubid=2019305.

it AERA previously commented on the Advisory Committee on Data for Evidence-Building that may also
be a resource for the NSTC Subcommittee on Equitable Data in this area:
https://www.aera.net/Portals/38/AERA%20Comment%20EAB-2021-
001%20Data%20Evidence%20Building FINAL.pdf

v Throughout 2022, IES held DEIA Virtual Listening Sessions focused on broadening participation and
diversity, equity, inclusion, and accessibility in education research. These sessions also highlighted data
needs. https://ies.ed.gov/funding/listeningsessions.asp

v AERA previously commented on the OSTP call on trusted data repositories:
https://www.aera.net/Portals/38/AERA%20Comments OSTP%20RFC%20Draft%20Desirable%20Charac
teristics%200f%20Repositories 03-17-20 FINAL v2.pdf.

viNeild, R. C., Robinson, D., & Agufa, J. (2022). Sharing Study Data: A Guide for Education Researchers.
(NCEE 2022-004). Washington, DC: U.S. Department of Education, Institute of Education Sciences,
National Center for Education Evaluation and Regional Assistance. Retrieved from http://ies.ed.gov/ncee.
Vi Henderson, M., Drummond, M., Thomsen, E., Yates, S., and Cooney, J. (2022). Baccalaureate and
Beyond (B&B:16/20): A First Look at the 2020 Employment and Education Experiences of 2015-16
College Graduates (NCES 2022-241). U.S. Department of Education. Washington, DC: National Center
for Education Statistics. Retrieved from https://nces.ed.gov/pubsearch/pubsinfo.asp?pubid=2022241.
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NSTC Subcommittee on Equitable Data
Office of Science and Technology Policy
uilding

Washington, DC 20504
RE: OSTP Engagement and Accountability RFI
Dear Ms. Ross,

The American Psychological Association (APA) appreciates the opportunity to comment on the
Office of Science and Technology Policy (OSTP), Subcommittee on Equitable Data of the National
Science and Technology Council request for information. This request represents a step in the right
direction towards ensuring that stakeholders across disciplines are represented in future efforts to collect,
use, and distribute equitable data.

APA is the largest scientific and professional organization representing psychology in the U.S.,
numbering over 133,000 researchers, educators, clinicians, consultants, and students. For decades,
psychologists have a played vital role in the development and use of equitable data. These contributions
have been essential to the current standards of data collect. We offer the following comments in
response to the RFI to ensure future policy changes to data collect, storage, and use is equitable and
representative of underserved communities.

Data Collection Practices

Data is foundational to achieving any population-based behavioral health or health equity goal
imaginable, as well as ensuring civil rights compliance by covered entities. Better national standards and
uniform data collection practices could have an outsized impact on efforts to narrow health disparities.
Yet complete data collection remains largely unavailable for many populations at greater risk of
discrimination in healthcare settings and insurance coverage. Cross-agency data-sharing, analysis and
reporting is essential to ensure adequate representation of underserved communities. Information sharing
can aid efforts to better understand the nexus between social determinants of health, civil rights
compliance, and health equity.

We recognize the important role demographic data plays in addressing discrimination and health
disparities. At minimum, future policies rule should require disaggregated race, ethnicity, and disability
data collection and reporting. The collecting agency or entity should consult with these groups on
effective strategies for ensuring the availability and dissemination of data that is crucially needed to
protect civil rights and achieve health equity. One important example is the gaps in data that exist for
Asian American and Pacific Islander and Native American communities, partially due to historical
aggregation of unique groups into larger umbrella terms that fail to properly represent their diversity.
Similarly, people of Middle Eastern and North African descent are largely left out from federal data sets.
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Improve Data Availability

Barriers to data exist across society, including within government. The ability for researchers,
policymakers, and the public to access relevant and useful information is often hindered by a lack of
transparency or availability. Communities are often unaware of what data government collects and
possesses. This hinders research and informed policymaking, including by individuals seeking to
highlight data inequities or disparities across underserved populations. Transparency around data
collection, increasing availability and uniformity would help to ease the burden on researchers and allow
for more information to be gleamed from data currently collected.

In addition, data, especially that collected by government, should be made available to the extent
possible to enable its use by outside entities. Increased availability of disaggregated, anonymized data is
essential to enabling more research into underserved communities. The government should work to
centralize and publicize current data resources.

APA has joined other likeminded organizations in signing onto the Transparency and Openness
Promotion (TOP) Guidelines, a set of standards aimed at making research data and processes more open
by default. The TOP guidelines offer several recommendations on open research data and availability
that would assist government in improving data access.

Improve Planning and Cross-Agency Collaboration.

Agencies should continue to strengthen coordination with state and local public authorities to
collect, disaggregate and report data as it relates to the hardest-hit populations, to address current
disparities more effectively. This includes authorizing grants to state, local and territorial governments
to support the modernization of data collection methods and infrastructure and disseminating that data to
all relevant stakeholders. Information will guide the actions federal agencies can implement to address
social determinants of health leading to poorer health outcomes among certain populations. To promote
synergies within federal agencies as it relates to the health of our population, APA recommends the
following steps: 1) integrate more behavioral analysis into national response efforts, including
consideration of findings from the Behavioral Risk Factor Surveillance Survey, the Youth Risk Behavior
Survey and other population-based survey findings, and 2) foster collaboration with health equity offices
across government, along with federal agencies responsible for safety net programs, to mitigate
underlying social determinants of health responsible health inequities and improve population health.

The Role of Technology

Address the unique role of technology and barriers to using technology. Many populations have
unique issues. For example, older adults can use and benefit from technology. Some older adults may be
unfamiliar with the technology and/or have functional or physical impairments that may require more
training and support in the use of technology. The variation in tech platforms and uses across institutions
is a barrier because consumers have to learn different systems and processes. Standardizing platforms as
much as possible will reduce this barrier.! 2

! Kuerbis, A., Mulliken, A., Muench, F., Moore, A. A., & Gardner, D. (2017). Older adults and mobile technology: Factors that enhance
and inhibit utilization in the context of behavioral health. Mental Health and Addiction Research. doi: 10.15761/MHAR.1000136

2 Ma, Q., Chan, A. H., & Teh, P. L. (2021). Insights into older adults’ technology acceptance through meta-analysis. International Journal
of Human—Computer Interaction, 37(11), 1049-1062
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Increase Qutreach to Underserved Populations

For the government to truly collect more comprehensive and impactful data on underserved
populations, it must seek to meet these communities where they are. Data collection methods should be
created with the input of members of target populations to ensure effectiveness of language and
collection methods. More effort must be made during the development stage to avoid harm. Research
efforts designed at the federal level must translate easily and clearly to data collection efforts at the local
level. This will help to increase the likelihood that data collection efforts are successful and equitable
goals designed at the federal level are achieved when collecting data at the local level. Also, members of
target communities should be employed to aid in the data collection process. Underserved populations
may harbor resistance to data collection attempts from outsiders. Seeking to collect this data using
members of the target community not only helps to increase effectiveness of collection, but also serves
to provide the community with employment and engagement opportunities.

Data and Social Determinants of Health

Improved data collection and research on social determinants of health (SDOH) are two ways of
improving alignment across federal agencies to address SDOH in policy and programs. The collection of
data relating to SDOH should be consistent across all systems so that all providers, payers, and other
stakeholders are collecting and reporting the same types of SDOH data. Another example is improving
alignment among federal programs such as Medicaid, CHIP, SNAP, WIC, etc. to effectively address
SDOH in a holistic way is measurement and documentation. Measuring SDOH has numerous barriers,
including philosophical beliefs on the part of providers that it is not their place to be asking such
questions, training barriers in not knowing how or what to ask patients, and practical barriers with
challenges in identifying community-based interventions to address SDOH and ensuring patients receive
these services once identified. If all third-party payers (Medicare, Medicaid, private insurers, etc.)
required the same data to be collected, it would greatly increase provider participation and ease
documentation burdens that currently exist. However, without actively addressing the aforementioned
barriers to implementation, any efforts are unlikely to be fully successful. These steps, along with
greater interoperability across electronic health data systems, would contribute greatly toward helping to
align health services with community-based services addressing patients' health and social needs.

APA again thanks you for the opportunity to comment on this policy. If APA can be of any
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National Science and Technology Council Subcommittee on Equitable Data
Office of Science and Technology Policy
Eisenhower Executive Office Building

Washington, D.C. 20504

RE: Office of Science and Technology Policy’s Request for Information on Equitable Data Engagement
and Accountability

The American Society for Biochemistry and Molecular Biology is an international nonprofit scientific and
educational organization that represents more than 10,000 students, researchers, educators and industry
professionals. The ASBMB strongly advocates for strengthening the science, technology, engineering and
mathematics workforce, supporting sustainable funding for the American research enterprise, and ensuring
diversity, equity and inclusion in STEM.

The White House Office of Science and Technology Policy (OSTP) published a request for information titled
“Equitable Data Engagement and Accountability” on Sept. 2 seeking feedback on how federal agencies can
better support collaboration with other levels of government, civil society, and the research community
regarding the production and use of equitable data.

The ASBMB previously has recommended equitable data practices to the National Institutes of Health and
the Department of Education and has compiled the following recommendations in response to the prompts
provided in the RFL

1.  What are examples of successful collaborations involving equitable data between the Federal
government and (a) Tribal, territorial, local, and State governments, or (b) local communities?

No response.

2.  Among examples of existing Federal collaborations with (a) Tribal, territorial, local, and State
governments or (b) local communities involving equitable data, what lessons or best practices
have been learned from such collaborations?

No response.

3. What resources, programs, training, or other tools can facilitate increased data sharing
between different levels of government (Tribal, territorial, local, State, or Federal) related to
equitable data?

Include Tribal leaders when looking to provide resources, programs, training, or other tools
for Tribal governments.

Unintended consequences are a frequent outcome when conducting research with Native American
tribes due to academic researchers’ lack of familiarity with their culture. It is therefore critical that
informed consent beyond conventional institutional review board (IRB) review be upheld when
collaborating with Tribal Nations by involving not only the community but also permissions from
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Tribal leaders. Tribal nations must be given the opportunity to identify any potential adverse
outcomes, and the efficacy of avoiding harmful outcomes is dependent on the Tribal leader’s
understanding of the assumptions and methods of the proposed research. And if a given research
project is approved, it is critical that tribes be truly equal partners in study design, data collection,
interpretation and publication. The National Science Foundation has strived to be a leading example
in engaging and including Tribal nation voices within its community. It hosts an Indigenous STEM
Affinity Group withi